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Nowadays, a rapid growth of computer performance enables
and encourages new developments in civil engineering as well
as related areas. For instance, the construction industry in-
vestigates new designs with minimum cost, minimum CO2
emissions, or embodied energy, among other objectives. Ap-
plications of optimization techniques are most exciting, chal-
lenging, and of truly large scale when it comes to the problems
of civil engineering in terms of both quality and quantity. In
order to overcome the difficulties, researchers are interested in
advanced optimization techniques.%e aim of this special issue
is to collect the studies using optimization algorithms in civil
engineering problems such as structural engineering, con-
struction management, and environmental engineering.

During the call for submissions, many papers were re-
ceived and some of them were later withdrawn or rejected.
%e other 6 papers were accepted. %e details about the
published papers are given below.

%e paper written by A. Saha, A. K. Saha, and S. Ghosh
presents an upper-bound solution for bearing capacity of
shallow strip footing considering composite failure mech-
anisms by the pseudodynamic approach. In this study, the
authors used the hybrid symbiosis organisms search (HSOS)
algorithm as an optimization technique and used the dy-
namic modules of PLAXIS-8.6v for the validation of ana-
lytical solution. %e results are compared with the available
literature. At the end of the study, the authors concluded that
the results obtained from analytical analysis are well justified
with the numerical solutions.

%e study “Optimum Design of Braced Steel Space
Frames including Soil-Structure Interaction via Teaching-

Learning-Based Optimization and Harmony Search Algo-
rithms” is presented by A. T. Daloglu,M. Artar, K. Ozgan, and
A. İ. Karakas. %e authors used MATLAB interacting with
SAP2000-OAPI codes to carry out the analysis for the 10-
storey braced steel space frame example. When the results
obtained by using TLBO and HS are compared with each
other, the total weight of the structure can be obtained more
lighter with the TLBO algorithm. But the authors stated that
the TLBO algorithm requires longer time for the analysis.

Another study is presented by the authors A. Kangrang,
H. Prasanchum, and R. Hormwichian. %eir study applied
the conditional genetic algorithm (CGA) and the condi-
tional tabu search algorithm (CTSA) technique to connect
with the reservoir simulation model in order to search
optimal reservoir rule curves.%e results obtained from their
study show that the new obtained rule curves from CTSA are
more suitable for reservoir operating than the existing rule
curves, and it is an effective method for application to find
optimal reservoir rule curves.

An experimental study by taking into account the op-
timization of calcareous fly ash-added cement containing
grinding aids and strength-improving additives is made by
G. Kaplan, S. A. Yildizel, S. Memiş, and A. U. Öztürk.
Optimization process included only the cement with fly ash
and chemical additive. %e main purposes of this study are
the maximum level of 2-day and 28-day compressive
strengths and the minimal cost parameter for the cements
produced.

%e study “Optimal cement mixtures containing mineral
admixtures under multiple and conflicting criteria” is
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proposed byN.M. Garćıa, H. L. Soto-Toro,M. Cabrera-Rı́os,
and O. M. Suárez. For this multiobjective optimization
problem, proper concrete bulk density, percentage of voids,
and compressive strength normally are the different ob-
jective functions. Consequently, in the decision-making
process, they obtained Pareto-optimal results instead of
individual solution for the all objective function. %ey
concluded that the decision makers know the best trade-off
mixtures for an individual application with the help of this
study.

%e last study is presented by Z. Lyu, Q. Lu, Y. Song,
Q. Xiang, and G. Yang.%ey made a case study on the design
optimization of thin-walled steel-perforated sections by
using artificial neural network (ANN). %e main contri-
bution of this study is to present an alternative data-driven
model using ANNs to overcome some inherent difficulties
associated with the design load of perforated steel members
for the constructional steel field.
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Victor Yepes

Ravipudi V. Rao

2 Advances in Civil Engineering



Research Article
Data-Driven Decision-Making in the Design Optimization of
Thin-Walled Steel Perforated Sections: A Case Study

Zhi-Jun Lyu ,1,2 Qi Lu ,1,2 YiMing Song,1,2 Qian Xiang,1,2 and Guanghui Yang2,3

1College of Mechanical Engineering, Donghua University, Shanghai 201620, China
2Shanghai Engineering Research Centre of Storage & Logistics Equipment, Shanghai 201611, China
3Shanghai Jingxing Storage Equipment Engineering Co., Ltd., Shanghai 201611, China

Correspondence should be addressed to Zhi-Jun Lyu; lvzj@dhu.edu.cn

Received 18 October 2017; Revised 7 February 2018; Accepted 5 March 2018; Published 15 May 2018

Academic Editor: Victor Yepes

Copyright © 2018 Zhi-Jun Lyu et al. .is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

.e rack columns have so distinctive characteristics in their design, which have regular perforations to facilitate installation of the
rack system that it is more difficult to be analyzed with traditional cold-formed steel structures design theory or standards. .e
emergence of industrial “big-data” has created better innovative thinking for those working in various fields including science,
engineering, and business. .e main contribution of this paper lies in that, with engineering data from finite element simulation
and physical test, a novel data-driven model (DDM) using artificial neural network technology is proposed for optimization
design of thin-walled steel specific perforated members. .e data-driven model based on machine learning is able to provide
a more effective help for decision-making of innovative design in steel members. .e results of the case study indicate that
compared with the traditional finite element simulation and physical test, the DDM for the solving the hard problem of
complicated steel perforated column design seems to be very promising.

1. Introduction

.e advances in the logistic and storage fields have been
promoting the wide application of the automated storage
and retrieval system (AS/RS) in China. Acting as critical
infrastructure for AS/RS, structural design for pallet rack
needs elaborate decision-making between structural systems
and a variety of steel members in such a way that the stability
behaves as intended by the designer and satisfies the con-
straints imposed by capital investment, environment, and so
on. In virtue of the high strength to weight ratio as well as
convenience of fabrication and assembly, thin-walled steel is
widely used in many fields such as industrial storage racks,
civil engineering, bridges, transmission towers, and others
[1]. .e diversity of wide products, with many dissimilarities
of shapes, sizes, and usages, are manufactured by cold
forming techniques including folding and rolling and so on.
.ese techniques evidently improve the tensile strength and
yield strength but in the meantime also reduce the ductility
of thin-walled steel member. Especially the properties of the

corners within thin-walled steel sections are very different
from those of the planar steel sheet, bar, or strip after cold
forming. Moreover, the thin-walled steel members often
buckle locally at some stress level lower in comparison with
the yield strength itself when they are under tremendous
compression. Up to now, the ultimate load calculations
within thin-walled columns design can be obtained by some
specific computer programs such as CUFSM [2] and .in-
Wall [3], using the finite strip method (FSM) and GBTUL
[4], applying the generalized beam theory (GBT). .e direct
strength method can be also applied very effectively in other
specific programs [5]. However, unlike traditional civil
buildings or commercial facilities, the main load-bearing
members in storage racks such as columns usually comprise
regular arrays of perforations in length direction, which
enable beams to be hung by connectors at adjustable heights
along with the bracings to constitute the huge three-
dimensional framework (Figure 1). .e ultimate load ca-
pacity of rack column can vary with perforation size, shape,
position, and orientation [6, 7]. .e stability behavior is one
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of the most prime importance for decision-making of thin-
walled steel racks design. Under the influence of continuous
perforations, the buckling behavior and load capacity of
column may vary so fairly that the various perforations
section makes the design procedure of those thin-walled
steel columns more complex. Unfortunately, these methods
and programs aforementioned cannot be directly used to the
perforated steel members because GBT and FSM are es-
sentially 2D theories, but the analysis of these thin-walled
perforated sections is a typical 3D problem [8]. .e finite
element method (FEM) can be naturally used [9], but the
computational cost is too expensive to be widely applied in
engineering design. In the past years, many investigations
[10, 11] were devoted to the study of holes and its ar-
rangement on the ultimate load of rack uprights; however, it
has not been achieved in the universally accepted analytical
design method for industrial storage racks [12]. For this
reason, the current steel member design of pallet rack still
mainly depends on physical tests prescribed by specific
standards. .e increasing demand of cold-formed thin-
walled steel in modern industry needs to explore more
novel methods of design decision on ultimate load of thin-
walled perforated steel member.

Within the design process, the reasoning inherent is to
be implemented on different levels with different degrees of
uncertainty, abstraction, and impact on product decisions
for the elaborate balance between the product quality and
manufacturing cost. Actually, the stability analysis for the
high-rise steel storage rack structures is becoming evenmore
important, although it has been used for several decades.
Furthermore, with advances in various virtual design tools,
many engineers and producers have been migrating from
physical testing to simulation-based design so that a large
number of engineering analytical data have been accumu-
lated so far. .e proliferation of industrial “big-data” has
been creating many exciting opportunities for those working
in various fields such as science, engineering, and business.
It has been gradually realized that not only those data
from engineering analysis can be used for the product
development but also they have the potential to provide

insight and knowledge for the designer to improve the
product quality itself. Beyond the specific challenges,
technologies and tools have been developed to support
decision-making in each phase of product design with
relative techniques from the so-called “big data.” In re-
cent years, the machine learning (ML) and data mining
(DM) from industrial big data have been rapidly de-
veloped as a new discipline in computer science and
engineering application [13, 14]. From the perspective of
engineering application, the ML and DM focus on
analysis and discovery of the potential pattern of the
production process and can realize precise prediction of
complex engineering problems. Of course, it can also be
used to provide a more effective solution for decision-
making of enterprises’ innovative design. Among ma-
chine learning approaches, artificial neural network
(ANN) algorithms have a significant role in predictive
modeling because they can be easily utilized to establish
the component which learns from existing engineering
data in order to make predictions on new engineering
data [15].

In constructional steel field, the main contribution of our
study is to present an alternative data-driven model using
ANNs to overcome some inherent difficulties associated
with the design load of perforated steel members and make
the optimal design decision of the thin-walled column
section with the combination of mechanical performance
and fabricating cost factors. In contrast with existing ref-
erences, the obvious distinctions of our report lie in that the
finite element simulation data based on the physical test that
are utilized to train BP artificial neural networks in con-
sideration of the perforated effect and uncertainty assess-
ment, and results have been taken comparisons with those of
the traditional FEM. .e relative model, experiments, and
research method are discussed in this paper.

2. Proposed Model Framework

Given conflicting factors (e.g., socioeconomic, safety, en-
vironmental, and among others), people often have to make

(a) (b)

Figure 1: (a) Massive automated storage and retrieval system (AS/RS). (b) Arrays of perforations of columns.
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judgments based on their experience, knowledge, or out-
comes of costs-benefits/risk analysis. For a decision maker of
the high-rise steel storage rack, achieving the stability goals
while meeting the constraints of the production cost is one of
the most essential concerns. Up to now, the models available
to solve the various design decision problems on steel
member can be categorized into two main types: physical-
based models and data-driven models. On the one hand, the
physical based models are usually considered to be complex,
since they require (i) use of knowledge on the physics of
interrelationships among various column sectors parameters
and the ultimate load, and (ii) adequate data on various tests
for model calibration. On the other hand, data-driven
models do not consider the physics of the buckling pro-
cesses but can be effective when large data sets are available
on predicting and reasonable number of predictors. .e
artificial neural networks (ANNs) are one of most widely
used data-driven methods based on machine learning. .is
method has the ability to handle noisy data and thus takes
advantage over conventional methods of real-world sce-
nario, where the perforated steel member of compression is
typical nonlinear physical relationships underlying various
buckling processes that are seemingly not fully understood.

Considering these salient features of ANN, there is
a proposed ANN-based data-driven model (DDM) on thin-
walled steel perforated member (Figure 2). .e model
framework is mainly made of four modules, that is, input
and output modules, user interface, machine learning ap-
proaches, and data acquisition. Being the most critical index
on stability design from engineering point of view, the ul-
timate load ought to be selected as the output of intelligent
decision model. .e other output is the price of column
production that is directly obtained by regular computation.
Associated with the mechanical performance of rack col-
umn, those important design parameters such as the per-
forated section, material properties, and fabricating
imperfection are chosen as the inputs of DDM. .e data
acquisition is designed for collecting and transforming the
data from the finite element simulations and physical ex-
periments into engineering database. Because the column
physical experiments are relatively expensive and real
dataset is usually limited in number, and the finite element
simulation is employed to expand engineering data as ANN
training required in this paper. .e user interface is mainly
responsible for kind interactive operation with the model,
such as feature extraction, model training, parameter op-
timization, and so on. .e machine learning approach is
essentially an ANN-based ultimate load prediction toolkit,
which can be applied to automatically train the data models
and make intelligent design decision in terms of the real
thin-walled perforated column inputs. .e DDM employs
an intelligent decision technique simulating how structure
engineer routinely solves problem. When a new AS/RS
project is developed, in most cases, the structure engi-
neers firstly need referring to some similar solutions
within the existing engineering projects and then obtain
a series of similar design parameters of thin-walled steel
members including section, material, and others. By means
of the ANN-based predictive toolkit, an accurate mechanics

performance of rack column can be predicted very quickly
before the new columns are manufactured. .ese steps
usually need continual iterating until some conflicting
conditions such as performance and cost can be satisfied at
the same time. As a result, the best design decision can be
made, and then, the column section parameters optimized.
Unlike the existing programs and methods [2–5], the
novelties of data-driven model consist the following:

(i) Encapsulating a great deal of knowledge in a very
efficient manner has the capability of updating
system knowledge through continuous self-
learning.

(ii) Have robust reasoning mechanism oriented to
optimize section parameters according to computer
simulation.

(iii) Take account of factors that are not easily quanti-
fiable (nonnumeric) such as ease of construction,
failure mode, and availability, effectively avoiding
rule collision as well as trouble from explicit
knowledge acquirement.

3. Stub Column Tests

In this paper, the coupon tests of stub column had been
performed to synthetically evaluate ultimate load and its
strength of these members under consideration of perfo-
rations, cold forming processes, various buckling, and its
interactions on the basis of EN15512 [16]. .e length of
specimens is fully satisfied by the code requirements; that is,
(1) at the midway between two sets of perforations, it
comprises at least five pitches of the perforations. .e cap
and base plates are welded to each end of the stub upright;
(2) the length of specimens is about three times the greatest

Machine learning

Data acquisition

ANN-based predictive toolkits

Perforated
sections 

Ultimate load

Columns engineering database

Finite element
simulation 

Stub columns
compression tests 

User interface
Material

properties 
Column price 

Fabrication
imperfection 

Input

Column
characteristic

Output

versus

Column

performance

Selecting the most
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Output
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Y
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Dataflow

Figure 2: Framework of the proposed data-driven design decision
based on prediction and optimization of column.
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width of the stub section (without intermediate stiffeners).
.e end-devices, at both ends, are made of pressure pads of
30mm thick with around 5mm indentation and 40mm
diameter ball bearing. .e coupon sample is fully grasped at
both ends when the tests started. .e goal of these exper-
iments was to obtain the precise tensile yield and ultimate
load for each thin-walled steel column specimen so that
these real engineering data are used to verify the FE model
and ANN model. .e experiment setup and supporting
system are shown in Figure 3. .e load was continuously
increased until the specimen has buckled and accepted no
more load..is load was recorded as the ultimate failure load.
.e characteristic failure loads (i.e., the ultimate load) were
based on a series of tests with the same load position. Nine
series of open thin-wall steel sections (Figure 4) chosen as stub
columns in pallet racking have been tested and analyzed. .e
samples parameters of the short column mechanical per-
formance compression test are shown in Table 1 and Figure 5.
Dimensions range of upright specimens is relatively wide:
flange of 50∼145mm, web of 45∼120mm, and thickness of
1.8∼2.5mm. Nine representative column cross section series
selected for the specimen preparation are M45-43, M60-55,
M75-58, M90A-65, M90B-78, M100A-90, M100B-100,
M100C-130, and M120A-95 which covers the main range
of industry manufacturing and application. Among them, five
sections have only intermediate stiffener, two sections have
edge and intermediate stiffeners, and other sections have
none. Total 30 data from different stub columns compression
experiments were collected from the Shanghai Jingxing Lo-
gistic Equipment Engineering Co., Ltd., China.

Here, the selection of stub columns takes the size of the
web, the change of the flange, and reinforcement into con-
sideration to make the DDM much more adaptable. .e
distribution of tested column sections is illustrated as Figure 6.
All experimental data are elaborately divided into two classes

among which 12 data sets are used to verify the finite element
model, and the rest are used to make the comparisons with the
data-driven model and finite element model.

4. Finite Element Simulation

4.1. Establishment of Geometric Model. .e finite element
(FE) method has generally accepted to be a very powerful
and effective tool for analysis of perforated members and
predicting their strength and behavior [9, 10]. In order to
develop a high-precision finite element model, however, it is
necessary to identify all possible physical actions involved
within the structural system under consideration. Referring
EN15512 [16], an elaborate finite element model in our study
has been built with the professional ANSYS software [17].
Firstly, the 3D models are established based on the actual
numerical value of the tested samples using Solidwork
software. It is noticed that the cross section and the hole
setting are not simplified to ensure the accuracy of the finite
element model (Figure 7). After importing the FEmodel, the
element type has been set as SOLID187 which is a high-order
solid structural element, including 10 nodes in 3D. .e
element type SOLID45 is also carefully applied for the load
plates modeling. .e eight-node three-dimensional solid
element with three free degrees per node is often used for
linear and nonlinear analysis in the same way.

4.2. Material Properties andMesh Generation. .e materials
are setting with nonlinear steel for subsequent buckling
analysis by the ANSYS Workbench with Structure Steel NL.
Steel yield strength and tensile strength are referred to the
Chinese standard GB 50017 2003 [18], where the elastic
modulus is 200GPa, the Poisson ratio is 0.3, and the density
is 7850 kg/m3.

Meshing is the basis of finite element analysis. Rea-
sonable meshing can reduce the use of computer memory,
and the results were more accurate. Compared to tetrahedral
(TET) meshes, hexahedral (HEX) meshes have higher
precision and less calculate time. .erefore, HEX dominant
has been in the mesh method, the mesh size, smoothness,
and other factors are adjusted at the same time. Considering
the accuracy of calculation and memory usage, the relevance
was adjusted to 50. .e imported mesh models are shown in
Figure 8.

4.3. Boundary Condition and Loading. Within the column
experiments, the test specimen was mounted with the cen-
troid of its gross cross section positioned centrally in the
testing machine with one loading platen free to rotate in order
to take up any lack of alignment of the end plates of the
specimen. In order to simulate the compression test, on
a central node of the outer face of two load plates, the dis-
placements shall be properly specified; that is, the line located
by these two nodes is the so-called load line (Figure 9). All
node displacements of the bottom plate have been set up to
zero, and the transversal displacements of the node at the top
plate have also been set up to zero. .e axial displacement of
the load line is gradually increased step by step until the stub

Figure 3:.e experiment setup and supporting system of EN15512
[16].
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can be no longer in force. .e controlled displacement
method can be applied to simulate the physical test process of
ultimate load on the upper plate of the stub column. .e
displacement is added in continuous increments until it
obviously begins to decrease or keep unchanged within a span
of time window. At that moment, the maximum load in the
stub can be considered the failure force, that is, the ultimate
load.

4.4. FE Model Validation. .e physical tests for 12 tested
stub columns were utilized to calibrate FE simulation
models. For example, Figure 10 presents the characteristic
failure modes of M90 column compression for experi-
mentally tested and numerically simulated specimens. Ob-
viously, it can be observed that there are good agreements
between the modes of the buckling in experiments and
analyzed by numerical simulations. It also can be observed in
Table 2 that all finite element results were higher than the
experimental ones. .e reasons for this could be that the
geometrical imperfection, residual stress, and nonlinear
effects of materials are not fully considered in the finite
element model. However, the deviations of FEM simulation
have been controlled, not larger than 10% of the real ex-
perimental data (Table 2) .erefore, it is concluded that
from the point of view of engineering application, the FE

model is able to accurately simulate the experimental tests.
.e additional 60 data (Table 3) from simulation of different
stub columns are obtained by the finite element method
based on the physical test, which have been supplementary
data for the data-driven model based on ANN.

5. ANN Model Training

In the past years, the application of ANNs has rapidly grown
in popularity. .e neural networks represent a novel and
modern technical conception that can provide solutions in
problems for which ordinary algorithms, mathematics, and
methodologies are unable to find an acceptable and satis-
factory solution [15]. .ese problems are generally so so-
phisticated that some of the related mechanisms could not
be fully understood by the researchers so far. .e internal
detailed architecture of ANN for prediction of the ultimate
load of thin-walled perforated steel sections is shown in
Figure 11.

5.1. Basic Steps of Model Design. .e design of the ordinary
ANN model may be divided into five steps as follows:

(i) Step 1: Initialization. Setting the ownership value to
random arbitrarily small

(ii) Step 2: According to the research content, de-
termining input variables and expected output of
variables

(iii) Step 3: Recording the output value which is cal-
culated by passing the function step by step and the
final output value

(iv) Step 4: Adjusting weight. Use recursive methods to
adjust weights sequentially from the output node to
the intermediate hidden layer.

(v) Step 5: Returning to the second step and repeating
the operation to reduce the error of the output layer.

5.2. 1e Determination of the Hidden Layers. .e de-
termination of the hidden layer in the BP neural network

M90A M90BM45 

M100A 

M60 

M100B 

M75 

M100C M120 

Figure 4: Nine series specimen for column tests.

Table 1: Dimension of stub test samples (parameters are shown in
Figure 5).

Parameter
type

a
(mm)

b
(mm)

c
(mm)

L
(mm)

d
(mm)

e
(mm)

f
(mm)

M45 45 43 12 300 25 110 125
M60 60 55 12 350 41.8 170 125
M75 75 58 12 400 40.4 170 125
M90A 90 65 12 400 37.1 170 125
M90B 90 78 12 400 33 170 125
M100A 100 90 12 400 25.8 170 125
M100B 100 100 12 400 22.9 170 150
M100C 100 130 12 400 20 170 170
M120A 120 95 12 400 22.5 170 140
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model is the key step of modeling which predicts the re-
liability of steel members. At present, the determination of
network parameters (hidden layer number and hidden layer
number of neurons) is uncertain. However, in the light of

Bishop’s report [19], more than one hidden layer is usually
not necessary, and the ANN architectures for thin-walled
steel design have only one hidden layer. .e ANN is trained
using a back-propagation algorithm with gradient descent
and momentum terms. .e number of hidden layers is often
related to the number of training samples, the number of
neurons in the input layer, and the number of neurons in the
output layer in engineering. In literature [15], the node
number of hidden layers was obtained as

s �
��������������������������������
0.43mn + 0.12n2 + 2.54m + 0.77n + 0.35

√
+ 0.51,

(1)

where m is the number of neurons in the input layer and n is
the number of neurons in the output layer.

5.3. 1e Relational Mapping of Predictive Model Data.
On the basis of current reports [6, 7], there were nine input
neurons representation of nine different perforated sections
parameters and one output neuron, that is, ultimate load, all
listed in Table 4.

.e input feature indicators are selected as follows.

5.3.1. Geometric Parameter. .e influence of the column
length (CL) (L in Figure 5) and the web width (WW) was
obvious to the ultimate loading of the column. So the CL and
the WW are considered as input variables; based on the
parameter sensitivity analysis in literature [19, 20], three
parameters which most sensitive (column thickness (CT),
opening size (OS), and the flange width (FW)) were put into
the forecasting model as input variables.

5.3.2. Structure of Hole. In order to eliminate the effect of the
difference on the structure of hole, in this paper, the ratio of
the hole area (RHA) was one of the input variables of the
prediction model. .e equation of RHA is as follows (the
formula corresponds to Figure 12):

η �
S1 × n1 + S2 × n2

h × w
× 100%, (2)

where w is the web width (WW), h is the column length
(CL), S1 is the proportion of the hole shape A, S2 is the
proportion of the hole shape B, n1 is the number of the hole
shape A, and n2 is the number of the hole shape B.

a

b

(a)

d

f

e

(b)

c

L

(c)

Figure 5: Parameters of column test.

M45

M75M60

M90
M120

M100

0
1
2
3
4
5
6
7
8
9

10

Small column Medium column Large column

Figure 6: .e test number of column.
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5.3.3. Bending and Right Angles of Section. GB 50017 2003
[18] is the principle for the design of the storage racking
system which considers the number of angles of 90 degrees
in the cross section as an essential parameter. .e bending

(bending number (BN)) and right angle (right angle number
(RAN)) of the column section have influence on prediction
results that determined them as the parameters of input
variables.

5.3.4. Reinforcement. Reinforcement is an effective struc-
tural feature to improve the strength of column. .e cross
section shape of the column series is different, and the re-
inforcement number (RN) directly affects the ultimate
loading of the column (ULC). .e dimensional details of the
columns are shown in Figure 13.

5.4. 1e Training Process of the Model. Before being fed into
ANN, all the data have to be normalized by a preprocessing
way where the data are converted in the range (−1, 1). Under
feed-forward neural network architecture, each neuron in
the hidden layer is responsible for connection of all the
neurons in the next and previous layer. Here, the neural
network is trained with node number of hidden layers near

M45 M60 M75 M90A M90B

M100A M100B M100C M120

Figure 7: 3D models of stub column.

Figure 8: Mesh of the FE model on stub column.
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the one suggested by (1), and finally, nine are found to be
most suitable for these specific data sets.

.e training function, “trainlm,” has been utilized with
the MATLAB ANN toolbox to realize the training of these
models. .e transformation function of the output layer is
“purelin,” and hidden neuron function was “tansig,” which
can be obtained from the same ANN toolbox of the
MATLAB software [21]. .e learning rate η was set from
0.01 to 0.07, which can speed up the convergence of training
function on the condition of accepted training precision
(Figure 14).

5.5. Uncertainty Assessment. Network training will be au-
tomatically terminated if the accepted prediction accuracy
of these models such as for the corresponding deviation is
not more than 5% between the expected values and the real
values. However, with the double purpose of solving the
matter of choosing the data to be used in the training and
testing phases, a so-called bootstrap resampling method
need to be used for uncertainty analysis in statistics and
model calibration, by considering an ensemble of ANNs
built on different data sets that are sampled with re-
placement (bootstrapped) from the original one. An ob-
vious merit of this approach is that it provides confidence
intervals for a given model output, without making any
model assumption (e.g., normality). Here, the entire
available data set of N input/output patterns were divided
into training, validation, and test data sets equal to 60, 12,
and 18 data, respectively. From each bootstrap data set
(e.g., resampling times B � 60 in this work), a bootstrapped
prediction model is trained while the model output of
interest can be calculated. Different bootstrap data sets
give rise to a distribution of regression functions, and
an example of the probability density function (PDF) of
the data-driven model output was demonstrated in this
paper (Figure 15). So, the model uncertainty of the esti-
mates from the ANNs can be quantified in terms of (100 ×

(1− 0.05)%) confidence intervals of the obtained model
output PDF by the bootstrap algorithm (Figure 16), where

Fixed Displacement Force

ZZ

YY

XX

Figure 9: Constraint and load setting of the FE model on stub column.

(a) (b)

Figure 10: .e comparison between FEM simulation and physical
test (M90 column).

Table 2: Comparison among the real measured values and finite
element numerical values.

Column type Measure
(N) FEM (N) Absolute

error (%)
M45-1.5 48735.72 49856.30 2.31
M60-1.8 79771.43 80079.38 0.39
M60-2 107829.81 116348.70 7.90
M75-1.8 120201.30 120906.59 0.58
M75-2 126332.15 133166.10 5.41
M90A-1.8 131635.70 132295.27 0.51
M90B-2 145770.64 156700.50 7.50
M100A-2 184553.71 189905.90 2.91
M100B-2.5 219416.60 220570.64 0.54
M100C-3 341267.70 343081.97 0.53
M120A-2.5 219843.50 238998.70 8.71
M120B-3.5 414820.20 417018.34 0.53
Mean relative error (%) 3.10
Correlation coefficient, R 0.97
Proportion of cases with
over 5% error 4/12

In M45-1.5, M45 is the column type, and 1.5 is thickness of the tested stub
column.
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Table 3

Column type
Parameter

WW (mm) CT (mm) FW (mm) OS (mm) CL (mm) RHA (%) BN RAN RN ULC (N)
M45-1.5 45 1.5 45 25 300 18.205 8 4 0 48458.90
M45-1.5 45 1.5 45 25 300 16.472 8 4 0 49012.59
M45-1.5 45 1.5 45 25 300 15.605 8 4 0 49246.13
M60-1.8 60 1.8 55 34 350 16.525 8 4 0 79349.60
M60-1.8 60 1.8 55 34 350 14.951 8 4 0 80309.17
M60-1.8 60 1.8 55 34 350 14.164 8 4 0 80579.36
M60-2 60 2.0 55 34 350 16.525 8 4 0 107308.45
M60-2 60 2.0 55 34 350 14.951 8 4 0 108429.67
M60-2 60 2.0 55 34 350 14.164 8 4 0 108884.60
M75-1.8 75 1.8 58 45 400 14.222 12 4 1 120201.34
M75-1.8 75 1.8 58 45 400 12.868 12 4 1 121653.31
M75-1.8 75 1.8 58 45 400 12.190 12 4 1 122051.82
M75-2 75 2.0 58 45 400 14.222 12 4 1 125674.21
M75-2 75 2.0 58 45 400 12.868 12 4 1 127122.11
M75-2 75 2.0 58 45 400 12.190 12 4 1 127736.96
M90A-1.8 90 1.8 65 50 400 11.852 12 4 1 131635.78
M90A-1.8 90 1.8 65 50 400 10.723 12 4 1 132952.78
M90A-1.8 90 1.8 65 50 400 10.159 12 4 1 133487.52
M90A-2 90 2.0 65 50 400 11.287 12 4 1 137228.00
M90A-2 90 2.0 65 50 400 11.852 12 4 1 136535.41
M90A-2 90 2.0 65 50 400 10.723 12 4 1 137893.69
M90A-2 90 1.8 78 50 400 11.287 12 4 1 145158.87
M90B-1.8 90 1.8 78 50 400 11.852 12 4 1 144433.37
M90B-1.8 90 1.8 78 50 400 10.723 12 4 1 145882.63
M90B-1.8 90 1.8 78 50 400 10.159 12 4 1 146606.83
M90B-1.8 90 2.0 78 50 400 11.287 12 4 1 145770.64
M90B-2 90 2.0 78 50 400 11.852 12 4 1 145100.68
M90B-2 90 2.0 78 50 400 10.723 12 4 1 146512.32
M90B-2 90 2.0 78 50 400 10.159 12 4 1 147241.47
M100A-2 100 2.0 90 52 400 10.667 20 4 3 183607.50
M100A-2 100 2.0 90 52 400 9.651 20 4 3 185707.72
M100A-2 100 2.0 90 52 400 9.143 20 4 3 186247.73
M100A-2.5 100 2.5 90 52 400 10.667 20 4 3 205633.26
M100A-2.5 100 2.5 90 52 400 9.651 20 4 3 207815.04
M100A-2.5 100 2.5 90 52 400 9.143 20 4 3 208788.40
M100A-2.5 100 2.0 100 52 400 10.159 12 4 1 160872.36
M100B-2 100 2.0 100 52 400 10.667 12 4 1 160047.57
M100B-2 100 2.0 100 52 400 9.651 12 4 1 161711.47
M100B-2 100 2.0 100 52 400 9.143 12 4 1 162635.84
M100B-2 100 2.5 100 52 400 10.159 12 4 1 220570.64
M100B-2.5 100 2.5 100 52 400 10.667 12 4 1 219416.61
M100B-2.5 100 2.5 100 52 400 9.651 12 4 1 221593.87
M100B-2.5 100 2.5 100 52 400 9.143 12 4 1 222748.78
M100C-2 100 2.0 130 52 500 10.159 20 4 3 198040.25
M100C-2 100 2.0 130 52 500 10.667 20 4 3 197057.77
M100C-2 100 2.0 130 52 500 9.651 20 4 3 198989.66
M100C-2 100 2.0 130 52 500 9.143 20 4 3 199955.70
M100C-3 100 3.0 130 52 500 10.667 20 4 3 341267.75
M100C-3 100 3.0 130 52 500 9.651 20 4 3 344931.18
M100C-3 100 3.0 130 52 500 9.143 20 4 3 346865.14
M120A-2.5 120 2.5 95 76 500 8.466 12 4 1 221090.23
M120A-2.5 120 2.5 95 76 500 8.042 12 4 1 222232.38
M120A-2.5 120 2.5 95 76 500 7.619 12 4 1 223289.19
M120A-3 120 3.0 95 76 500 8.466 12 4 1 270660.52
M120A-3 120 3.0 95 76 500 8.889 12 4 1 269336.45
M120A-3 120 3.0 95 76 500 8.042 12 4 1 272240.91
M120A-3 120 3.0 95 76 500 7.619 12 4 1 273437.50
M120B-3.5 120 3.5 150 76 500 8.889 20 4 3 414820.24
M120B-3.5 120 3.5 150 76 500 8.042 20 4 3 419345.72
M120B-3.5 120 3.5 150 76 500 7.619 20 4 3 421089.69
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the edges of the box represent the 25th and 75th percentiles
and those of the whiskers the 99.3 coverage if the data are
normally distributed. .e estimates of the best ANN
(∗dots) and of the bootstrap ensemble of ANNs (red lines)
are reported together with the FEM output (plus signs).
And these points (represented by a plus sign) are outliers
since they are beyond the edges of the box. .e presence of

outliers illustrates that some of the bootstrapped networks
could not be well trained because of (i) inefficient cali-
bration of the ANN weights during training (e.g., the back-
propagation algorithm maybe falls into a local optimum),
or (ii) “unhealthy” configurations of the validation data

Hole shape A

Hole shape B

Figure 12: Holes’ pass and distribution of M90A series column.

Opening

Front flange

Behind flange

Reinforcement

Web

Figure 13: Section details of column.
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Figure 14: .e iterative process of predictive model.

Table 4: Mapping relation of input and output indicators of the
prediction model.
Input index WW CT FW OS CL RHA BN RAN RN
Output index ULC
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Figure 11: ANN architecture.
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Figure 15: PDF curve of the model output.
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sets owing to random sampling with replacement implied
by the bootstrap such as too large number of repeated
samples. .e bootstrap resampling method-based opera-
tive steps to identify the confidence intervals of the dis-
tribution of the regression error are detailed in papers
[22, 23].

5.6. Result and Discussion. .e final results are listed in
Table 5, where “Measure,” “Predict,” and “FEM” refer to the
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FEM data
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Figure 16: Confidence intervals of the ultimate load.

Table 5: Comparison among the real measured values, predicted
values, and finite element numerical values.

Column
type

Measure
(N)

Predict
(N)

Relative
error
(%)

FEM (N)
Relative
error
(%)

M45-1.5 48385.62 48429.20 0.09 49856.37 3.04
M60-1.8 79136.73 83558.23 5.59 80079.43 1.19
M60-2 107142.80 104077.64 2.86 116348.72 8.59
M75-1.8 120057.01 115392.37 3.88 120201.36 0.12
M75-2 125481.44 126375.42 0.71 133166.13 6.12
M90A-1.8 131412.35 131070.89 0.26 131635.72 0.17
M90A-2 136364.28 140316.60 2.89 144199.20 5.75
M90B-1.8 144144.65 135171.32 6.22 145158.93 0.70
M90B-2 144746.99 146277.65 1.06 156700.55 8.26
M100A-2 183358.52 180049.49 1.80 189905.92 3.57
M100A-2.5 205056.90 207739.80 1.31 206744.95 0.82
M100B-2 159740.04 162860.88 1.95 167594.50 4.92
M100B-2.5 219082.27 218138.34 0.43 219416.63 0.15
M100C-2 196641.13 198992.22 1.19 207407.37 5.48
M100C-3 340630.69 342183.74 0.45 341267.72 0.19
M120A-2.5 219349.62 217817.09 0.69 238998.79 8.96
M120A-3 268689.38 271741.82 1.13 270660.52 0.73
M120B-3.5 413894.01 417135.66 0.78 414820.20 0.22
Mean relative error (%) 1.69 3.28
Correlation coefficient,
R 0.99 0.97
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error 2 6
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Figure 17: (a) .e ROC curve between real measurement and
ANN prediction. (b) .e ROC curve between real measurement
and FEM simulation.

Table 6: Centerline and weight of the sample.

Parameter Number
1 2 3 4

WW (mm) 90 90 90 90
CT (mm) 2.0 2.0 1.8 1.8
FW (mm) 65.0 60.0 72.0 72.5
OS (mm) 50 50 52 45
CL (mm) 400 400 400 400
RHA (%) 11.53 10.92 12.46 12.96
BN 12 20 12 12
RAN 4 4 4 4
RN 1 3 1 1
UCL (N) 136849.52 139997.03 134796.78 133987.94
Fabrication cost Low High Low Low
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measured values, the predicted values, and finite element
numerical values, respectively. Statistical parameters such as
the mean absolute error % and the correlation coefficient R
between the expected and real values are used to judge the
predictive power of the data-driven models. It is evident that
the accuracy of the predictive models is relatively high in all
R> 95%, while the ANN model in the mean absolute error
and the ratio of the cases with more than 5% error is lower
than the FEmodel. On the contrary, in order to evaluate how
good the models and its generalization are made from the
ANN model and FEM more clearly, the receiver operating
characteristic (ROC) curves are applied to evaluating the
proportion of correctly predicted cases as the maximum
relative error increases within a prespecified range. A
baseline named “normal” was built by the ROC curve
(Figure 17) quantized as 1 when the relative error between
the observed value is within the range of 5%, and another
baseline named “anomaly” is quantized as 1 when the ob-
served value is outside the reference range. .e ROC curve
evaluating the proportion of correctly predicted cases as the
maximum relative error increases within a prespecified
range. In this case, it can prove that the ANN prediction is
more precise than the FEM simulation for the AUC (area
under the ROC curve) of the former is 0.06 than the latter.
So, the data-driven models can be more suitable to the

accurate load prediction during the perforated steel member
design.

6. Optimization of Design Decision-Making

Considering the social economy, safety, environmental
protection, high quality, and other opposing factors, man-
kinds usually makes decisions based on their experience,
knowledge, or outcomes of costs-benefits/risk analysis.
However, some opposing multiple goals or criteria in
decision-making processes may need some optimization
because the simple solutions were resisted [24]. Similarly, in
the design of racks with thin-walled perforated steel, the
engineering projects often involve multiple goals in practice.
For example, manufacturers and suppliers are demanding
less raw material and more economic efficiency, while
consent building authorities require the shelves to have
safety coefficients that meet the relevant design code; and
end-users hope that the rack will have higher utilization rate
for better economic efficiency. .ese design stakeholders
have cross-lights on the appropriate design option within
conflicting design decision criteria of safety, economy, and
societal considerations [25]. .e factors that influence de-
cisions have multiple attributes (e.g., decision goals, diverse
criteria, and scope of application), whereby a decision-
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Figure 18: Sections of sample (unit: mm).
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making organ is needed to compare these properties, which
assess the applicability of the multifarious decision options.
In this paper, a demonstration has been made by the ANN-
based data-driven model to perform the optimization of the
thin-wall perforated column section. Assuming that the
project of the high-rise rack system requires the column
which ultimate load is not less than 100000 (N), four design
solutions of the thin-walled column perforated section could
be empirically taken into consideration in practice, which
section parameters are different in detail (Table 6). A column
type will be chosen for the highest property-value ratio by
the decision-making model.

.e consume material of the column may be different
considering the shape of different sections (Figure 18). .e
material calculation equation is as follows:

M � t∗ l∗ h∗g, (3)

where M is the material calculation equation, t is the
thickness, l is the length of the center line on the cross
section, h is the height (400mm) [16], and g is the material
density (7850 kg/m3) [18].

.e results in Table 7 indicate that the difference on the
material consumption of four samples between the maxi-
mum and the minimum is about 6.28%..e nine parameters
of the four different sections are imported into the data-
driven model in turn. .e results in Table 6 show that all
samples meet the requirements, and number 2 has the
highest ultimate loading. However, number 1 sample has
high property-value ratio could be better solution because it
has less reinforcement which leads to less usage of column
material and lower fabrication cost in contrast with number
2 column section.

7. Conclusions

As big data techniques are increasingly used in business
intelligence and industrial process, there is an urgent need to
better understand and really exploit their potentialities on
steel structure and civil engineering. To confront the stability
challenge of high-rise AR/RS design, this paper presents
a novel data-driven decision-making model on the opti-
mization of thin-walled steel perforated sections. Taking
thin-walled steel column as an example, the predictions of
ultimate load from the data-driven model are made in
comparison with those obtained from the FE model and
physical test. It is noted that the data-driven model based on
the ANN technique is very efficient, while prediction per-
formance is much closer to the physical test than those
obtained from the FE models. Of course, the advantages of
FEM are determined by the thin-walled section buckling and
their mechanization. However, the optimal design solutions

often need very complex decision-making process that
cannot be treated adequately by only using conventional
CAE tools, unless the designer possesses with full special
skills, knowledge, and experience. Here, we only demon-
strate that, trained with the engineering data sets from
experiment and simulation, the data-driven model is able to
predict the design load of different columns through self-
learning, which can help the designer to make the better
decision for steel member design on pallet rack. Although
the results in our paper seem to be preliminary, it has been
observed that the data-driven model for solving the hard
problem of complicated perforated members design is very
promising. With advancement in data mining and deep
learning techniques, much of research activities within the
civil engineering field are oriented towards making analysis-
based design improvement processes more intelligent and
less experience dependent, and the producer’s subject in-
tuition in industry and society will finally be replaced by
smart and friendly expert systems in the future.
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,e analysis of shallow foundations subjected to seismic loading has been an important area of research for civil engineers. ,is
paper presents an upper-bound solution for bearing capacity of shallow strip footing considering composite failure mechanisms
by the pseudodynamic approach. A recently developed hybrid symbiosis organisms search (HSOS) algorithm has been used to
solve this problem. In the HSOS method, the exploration capability of SQI and the exploitation potential of SOS have been
combined to increase the robustness of the algorithm.,is combination can improve the searching capability of the algorithm for
attaining the global optimum. Numerical analysis is also done using dynamic modules of PLAXIS-8.6v for the validation of this
analytical solution.,e results obtained from the present analysis using HSOS are thoroughly compared with the existing available
literature and also with the other optimization techniques. ,e significance of the present methodology to analyze the bearing
capacity is discussed, and the acceptability of HSOS technique is justified to solve such type of engineering problems.

1. Introduction

,e subject of bearing capacity is one of the important
aspects of geotechnical engineering problems. Loads from
buildings are transmitted to the foundation by columns or
by load-bearing walls of the structures. Many researchers
like Prandtl [1], Terzaghi [2], Meyerhof [3, 4], Vesic [5, 6],
and many more have investigated the mechanisms of
bearing capacity of foundation under a static loading con-
dition. Due to seismic loading, foundations may experience
a reduction in bearing capacity and an increase in settle-
ment. Two sources of loading must be taken into consid-
eration, initial loading due to lateral forces imposed on
superstructure and kinematic loading due to ground
movements developed during the earthquake. ,e pio-
neering works in determining the seismic bearing capacity of
shallow strip footings were done by Budhu and Al-Karni [7],

Dormieux and Pecker [8], Soubra [9–11], Richards et al. [12],
Choudhury and Subha Rao [13], Kumar and Ghosh [14],
and many others using pseudostatic approach with the
help of different solution techniques such as method of
slices, limit equilibrium, method of stress characteristics,
and upper bound limit analysis. Apart from these analytical
researchers, Shafiee and Jahanandish [15] and Chakraborty
and Kumar [16] used finite element method to estimate the
seismic bearing capacity of strip footings on the soil using
PLAXIS-2D considering the pseudostatic approach. Since, in
the pseudostatic method, the dynamic loading induced by
the earthquake is considered as time-independent, which
ultimately assumes that the magnitude and phase of ac-
celeration are uniform through the soil layer, pseudody-
namic analysis is developed where the effects of both shear
and primary waves are considered along with the period
of lateral shaking. Ghosh [17] and Saha and Ghosh [18]
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evaluated pseudodynamic bearing capacity using limit
analysis method and limit equilibrium method, respectively,
considering the linear failure surface. In the earlier analyses,
the resistance of unit weight, surcharge, and cohesion is
considered separately.,erefore, if the solution was done for
shallow strip footing resting on c-Φ soil, there will be three
separate coefficients: one for unit weight, another for sur-
charge, and the other for cohesion. But in a practical situ-
ation, there will be a single failure mechanism for the
simultaneous resistance of unit weight, surcharge, and co-
hesion. ,us, an attempt is made to present a single seismic
bearing capacity coefficient for the simultaneous resistance
of unit weight, surcharge, and cohesion. Here, in this paper,
the pseudodynamic bearing capacity of shallow strip footing
considering composite failure mechanism resting on c-Φ soil
is solved using the upper-bound limit analysis method. A
relative ease in solving geometrically complex multidi-
mensional problem renders limit analysis, attractive as an
alternative to numerical codes. ,e kinematic method of
limit analysis hinges on constructing a velocity field that is
admissible for a rigid-perfect plastic material obeying the
associative flow rule.

Nowadays, nature-based global optimization algo-
rithms such as genetic algorithms (GA), particle swarm
optimization (PSO) algorithm, and many other algorithms
have been successfully applied to solve different science
and engineering complex optimization problems, espe-
cially civil engineering problems such as slope stability
[19, 20, 21–28], retaining walls [29–31], and structural
design [32]. Cheng and Prayogo [33] introduced a new
nature-based optimization technique, called symbiotic
organisms search (SOS) algorithm. ,is technique is based
on the interactive relationship among the organism in the
ecosystem. It has no algorithm-specific control parameters.
,e SOS algorithm has been successfully applied to solve
different engineering optimization problems [34–38]. Re-
cently, Nama et al. [39] proposed a hybrid algorithm called
hybrid symbiotic organisms search (HSOS) algorithm,
which is the combination of SOS algorithm and simple
quadratic interpolation method [40]. Here, in this paper,
HSOS algorithm is used to optimise the pseudodynamic
bearing capacity of shallow strip footing considering upper
bound limit analysis method. Mathematically, the problem
can be represented as a nonlinear hard optimization
problem, which can be solved by the HSOS algorithm
which is found to be a more satisfactory optimum solution
and can be used for designing the shallow strip footing. In
the HSOS algorithm, failure surface angle (α, β) and t/T are
considered as the search variables. So, it can be applied to
obtain optimal solutions in the different fields of science
and engineering. Numerical analysis is also done using
dynamic module of PLAXIS-8.6v software to validate this
analytical solution. Results are presented in tabular form
including comparison with other available analyses. Effects
of a wide range of variation of parameters like soil friction
angle (Φ), cohesion factor (2c/cB0), depth factor (Df/B0),
and horizontal and vertical seismic accelerations (kh, kv) on
the normalized reduction factor (Nγe/Nγs) have been
studied.

,erefore, the main contributions of this paper are
summarized as follows:

(i) Evaluation of pseudodynamic bearing capacity
coefficient of shallow strip footing resting on c-Φ
soil considering composite failure surface using
upper bound limit analysis method.

(ii) A single pseudodynamic bearing capacity coefficient
is presented here considering the simultaneous
resistance of unit weight, surcharge, and cohesion.

(iii) A recent hybrid optimization algorithm (called
HSOS) is used to solve the pseudodynamic bearing
capacity minimization optimization problem.

(iv) PLAXIS-8.6v software is used to solve this above-
mentioned problem numerically for the validation
of the analytical formulation.

(v) ,e obtained results are compared with the other
results which are available in literature and the
results obtained by other state-of-the-art
algorithms.

,e remaining part of the paper is organized as follows:
Section 2 discusses the formulation of the real-world geo-
technical earthquake engineering optimization problem
such as the pseudodynamic bearing capacity of a shallow
foundation. ,e overview of the optimization algorithm
HSOS is presented in Section 3. Section 4 presents discus-
sions of the results obtained by the HSOS algorithm to show
the efficiency and accuracy of this hybrid algorithm for
solving this engineering optimization problem. Numerical
analysis of shallow strip footing using the dynamic module
of PLAXIS-8.6v software and the validation of analytical
formulation are discussed in Section 5, and finally, Section 6
presents the conclusion and the summary of the outcome of
the paper.

2. Formulation of Pseudodynamic Bearing
Capacity Coefficient

2.1. Consideration of Model. Let us consider a shallow strip
footing of width (B0) resting below the ground surface at
a depth of Df over which a load (P) of column acts. ,e
homogeneous soil of effective unit weight c has Mohr–
Coulomb characteristic c-Φ and can be considered as
a rigid plastic body. For shallow foundation (D f ≤B0), the
overburden pressure is idealized as a surcharge (q � cDf)
which acts over the length of BC. ,e classical two-
dimensional slip line field obtained by Prandtl [1] is the
traditional failure mechanism which has three regions
such as active zone, passive zone, and logarithmic radial-
fan transition zone. In this composite failure mechanism,
half of the failure is assumed to occur along the surface
AEDC, which is composed of a triangular elastic zone
ABE, triangular passive Rankine zone BDC, and in be-
tween them a log spiral radial shear zone BDE shown in
Figure 1(a) [41]. It is a composite mechanism that is de-
fined by the angular parameters α and β in which the log-
spiral slip surface ED is a tangent to lines AE and DC at E
and D, respectively. Figures 2 and 3 show the detailed free
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body diagram of the elastic zone ABE and composite
passive Rankine zone and the log-spiral shear zone BEDC,
respectively.

2.2. CollapseMechanism. At collapse, it is assumed that the
footing and the underlying zone ABE moves in phase with
each other at the same absolute velocity V1 making an
angle Φ with the discontinuity line AE in order to rep-
resent the normality condition for an associated flow rule
Coulomb material. Hence, there is no dissipation of en-
ergy along the soil-structure interface. Whereas the radial
log-spiral shearing zone BED is bounded by a log-spiral
curve ED. ,e equation for the curve in polar coordinates
(r, θ) is r � r0e

θ tan ϕ. ,e centre of this log-spiral ED is at
point B, and the radius r0 is the length of the line BE, where
r0 � B0 sin α/cos ϕ and the width of the footing AB � B0.
Note that, in this mechanism, we have assumed that
the line AE is a tangent to the log-spiral curve at point E;
hence, there is no velocity discontinuity along BE. ,e
radial shear zone BED may be considered to be compo-
sed of a sequence of rigid triangles, as in the investiga-
tions by Chen, using the symmetrical Hill and Prandtl’s

mechanisms. All the small triangles move as rigid bodies
in directions which make an angle Φ with the disconti-
nuity line ED. ,e velocity of each small triangle is de-
termined by the condition that the relative velocity
between the triangles in contact has the direction which
makes an angle Φ to the contact surface. It has been shown
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that the velocity V of each triangle is V1 � V0e
θ tan ϕ. ,e

log-spiral curve ED is assumed to be tangent to the line DE
at D; hence, there is no velocity discontinuity along the
line BD. Finally, the triangular wedge BCD is assumed to
be rigid, moving with velocity, V2 � V(β) � V1e

β tanϕ.
,erefore, the velocities so determined constitute a kine-
matically admissible velocity field. Velocity hodograph of
this composite failure mechanism is shown in Figure 1(b).
Having established the velocity field of the kinematically
admissible failure mechanism, the incremental external
work done and the incremental internal energy dissipa-
tion are calculated following the procedure as mentioned
in [42].

2.3. Analysis of Bearing Capacity

2.3.1. Elastic Wedge. Weight of the wedge ABE,

W �
c

2
B
2
0
sin α sin ρ

cos ϕ
, (1)

where ρ � (π/2)− (α− ϕ).
If the base of the wedge is subjected to harmonic

horizontal and vertical seismic accelerations of ampli-
tude ahg and avg, respectively, the acceleration at any
depth z and time t, below the top of the surface,
can be expressed as

ah(z, t) � ah sinω t−
r0 sin ρ− z

Vs

􏼠 􏼡, (2)

av(z, t) � av sinω t−
r0 sin ρ− z

Vp

􏼠 􏼡. (3)

,e mass of a thin element of the elastic wedge at
depth z is

m(z) �
c

g

1
tan α

+
1

tan ρ
􏼠 􏼡 r0 sin ρ− z( 􏼁dz. (4)

,e total horizontal and vertical inertia forces acting
within the elastic zone can be expressed as follows:

Qh � ckh
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2.3.2. Passive Rankine Zone. Weight of the wedge BCD,

W1 �
c

2
B2
0e

2β tanϕ sin 2α cos(β− α + ϕ)

cosϕ sin ξ
. (7)

,e mass of a thin element of the elastic wedge at depth
z1 is

m z1( 􏼁 �
c

g
tan(β + ϕ− α) +

1
tan(β− α)

􏼨 􏼩􏼢

× r0e
β tanϕ cos(β + ϕ− α)− z􏽮 􏽯􏼣dz. (8)

,e acceleration at any depth z1 and time t, below the top
of the surface, can be expressed as

ah z1, t( 􏼁 � ah sinω t−
r0e
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Vs
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(9)

av z1, t( 􏼁 � av sinω t−
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Vp
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(10)

,e total horizontal and vertical inertia force acting
within the passive Rankine zone can be expressed as follows:
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2.3.3. Log-Spiral Shear Zone. Weight of the log-spiral shear
zone BDE,
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0dθ �

r20 e2β tanϕ − 1( 􏼁

4 tanϕ
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,e log-spiral zone BDE is divided into “n” number of
slices which makes the angle of log-spiral center β into “n”
number of dβ angles, that is, β � ndβ, as shown in Figure 4.

Mass of strip on the ith slice of the log-spiral zone BDE,

m(z)i �
c

g

2πdβ
360° sin 2(ρ +(i− 0.5)dβ)

􏽚
Hi

0
zi(dz)i, (14)

where Hi � (r0/2)(e(i−1)dβ tanϕ + eidβ tanϕ) sin(ρ+(i− 0.5)dβ).
,e acceleration at any depth zi and time t of any ith slice

of the log-spiral shear zone, below the top of the surface, can
be expressed as

ah(z, t)i � khg sinω t−
Hi − zi

Vs

􏼠 􏼡, (15)

av(z, t)i � kvg sinω t−
Hi − zi

Vp

􏼠 􏼡. (16)

,e total horizontal and vertical inertia force acting
within this ith slice can be expressed as follows:
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Now, the total horizontal and vertical inertia force acting
on log-spiral shear zone is expressed as
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,e incremental external works due to the foundation
load P, surcharge load q, the weight of the soil wedges ABE,
BCD, and BDE, and their corresponding inertial forces are

WP � PLB0V1 sin (α − ϕ) + kh sin 2π
t

T
−

H

λ
􏼒 􏼓 cos (α − ϕ) − kv sin 2π

t

T
−

H

η
􏼠 􏼡 sin (α − ϕ)􏼢 􏼣, (21)

WABE �
c

4
B0

2 sin α sin 2ρ
cosϕ

V1, (22)

WBCD � −
c

4
B
2
0
e3β tanϕ sin2 α sin 2(β − α + ϕ)

cosϕ sin ξ
V1, (23)

WQ � − cDf

B0 sin αe2β tanϕ

sin ξ
− kh sin 2π

t

T
−

H

λ
􏼒 􏼓 cos (β − α + ϕ)􏼚 􏼛 + 1 − kv sin 2π

t

T
−

H

η
􏼠 􏼡􏼠 􏼡 sin (β − α + ϕ)􏼨 􏼩􏼢 􏼣V1,

(24)

WBDE � −
c

2
􏽚
β

0
r
2
0dθVθ sin (θ + ϕ − α)

� −
c

2
B
2
0

sin2 α
cos2 ϕ 1 + 9 tan2 ϕ( 􏼁

􏼔3 tanϕ e
3β tanϕ sin (β + ϕ − α) − sin (ϕ − α)􏽮 􏽯 − e

3β tanϕ cos (β + ϕ − α) + cos (ϕ − α)􏼕V1,

(25)




d

Hi
zi

Qh2

W2 − Qv2 (dz)i
sin( + (i − 0.5)d)

ith slice

B

D

E

Figure 4: Generalized slice and centre of gravity of the log-spiral zone.
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WQh � QhV1 cos (α − ϕ),

WQv � − QvV1 sin (α − ϕ),
(26)

WQh1 � Qh1V1e
β tanϕ cos (β − α + ϕ),

WQv1 � Qv1V1e
β tanϕ sin (β − α + ϕ),

(27)

WQh2 �
c

2
B
2
0qh2 ∑

n

i�1
e

(i− 1)dβ tanϕ
+ e

idβ tanϕ
􏼐 􏼑

2
􏽚

idβ

(i− 1)dβ
Vθ cos (θ + ϕ − α)dθ􏼢 􏼣

�
c

2
B
2
0qh2

V1

(1 + tanϕ)
∑
n

i�n

􏼔 e
(i− 1)dβ tanϕ

+ e
idβ tan ϕ

􏼐 􏼑
2
􏼚e

idβ tanϕ
(sin (idβ + ϕ − α) + tanϕ cos (idβ + ϕ − α))

− e
(i− 1)dβ tanϕ

(sin ((i − 1)dβ + ϕ − α) + tanϕ cos ((i − 1)dβ + ϕ − α))􏼛􏼕,

(28)

WQv2 �
c

2
B
2
0qv2∑

n
i�1 e

(i− 1)dβ tanϕ
+ e

idβ tan ϕ
􏼐 􏼑

2
􏽚

idβ

(i− 1)dβ
Vθ sin (θ + ϕ − α)dθ􏼢 􏼣

�
c

2
B
2
0qv2

V1

1 + tan2 ϕ( 􏼁
∑n

i�1􏼔 e
(i− 1)dβ tanϕ

+ e
idβ tan ϕ

􏼐 􏼑
2
􏼚e

idβ tan ϕ
(− cos (idβ + ϕ − α) + tanϕ sin (idβ + ϕ − α))

− e
(i− 1)dβ tanϕ

(− cos ((i − 1)dβ + ϕ − α) + tanϕ sin ((i − 1)dβ + ϕ − α))􏼛􏼕.

(29)

,e incremental internal energy dissipation along the
velocity discontinuities AE and CD and the radial line DE is

DAE � cACV1 cos ϕ � cB0 sin ρV1, (30)

DCD � cCDV2 cosϕ �
cB0e

2β tanϕ sin α cos(β− α + ϕ)

sin(β− α)
V1,

(31)

DDE � c􏽚
β

0
r0dθVθ cosϕ �

cB0 sin α e2β tanϕ − 1( 􏼁

2 tanϕ
V1. (32)

Equating the work expended by the external loads to the
power dissipated internally for a kinematically admissible
velocity field, we can get the expression of pseudodynamic
ultimate bearing capacity of shallow strip footing.,e classical
ultimate bearing capacity equation of shallow strip footing,

PL � Qult � cNc + cDfNq + 0.5cB0Nc. (33)

After solving the above equations, the simplified form of
the bearing capacity coefficients is as follows:

Nc �
sinα
2tanϕ

e
2βtanϕ

− 1􏼐 􏼑+ cos(α − ϕ)+
e2βtanϕ sinαcos(β − α+ϕ)

sin(β − α)
􏼢 􏼣, (34)

Nq �
sinαe2βtanϕ

sinξ
− kh sin2π

t

T
−

H

λ
􏼒 􏼓cos(β − α+ϕ)􏼚 􏼛+ 1 − kv sin2π

t

T
−

H

η
􏼠 􏼡􏼠 􏼡sin(β − α+ϕ)􏼨 􏼩􏼢 􏼣􏼢 􏼣, (35)

Nc �􏼢
sin2α

cos2ϕ 1+9tan2ϕ( 􏼁
3tanϕ e

3βtanϕ sin(β+ϕ − α) − sin(ϕ − α)􏽮 􏽯 − e
3βtanϕcos(β+ϕ − α)+ cos(ϕ − α)􏽨 􏽩

−
sinαsin2ρ
2cosϕ

+
e3βtanϕ sin2αsin2(β − α+ϕ)

2cosϕsinξ
− qhcos(α − ϕ)+qv sin(α − ϕ) − qh1e

βtanϕcos(β+ϕ − α) − qv1e
βtanϕ sin(β+ϕ − α)

−
∑n

i�1 e(i− 1)dβtanϕ+eidβtanϕ( 􏼁
2

1+ tan2ϕ( 􏼁
􏼔qh2∑

n
i�1􏼚e

idβtanϕ
(sin(idβ+ϕ − α)+ tanϕcos(idβ+ϕ − α))− e

(i− 1)dβtanϕ
(sin((i − 1)dβ+ϕ − α)

+ tanϕcos((i − 1)dβ+ϕ − α))􏼛+qv2∑
n
i�1􏼚e

idβtanϕ
(sin(idβ+ϕ − α)+ tanϕcos(idβ+ϕ − α))

− e
(i− 1)dβtanϕ

(sin((i − 1)dβ+ϕ − α)+ tanϕcos((i − 1)dβ+ϕ − α))􏼛􏼕􏼣.

(36)
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An attampt is made to present ‘single seismic bearing
capacity coefficient’ for simultaneous resistance of unit
weight, surcharge and cohesion as in a practical situation,
there will be a single failure mechanism for the simultaneous
resistance of unit weight, surcharge, and cohesion. So, we get

PL �
c

2
B0N. (37)

After simplification of equations, the expression of N is
given below.

N � 􏼢
sin2 α

cos2 ϕ 1 + 9 tan2 ϕ( 􏼁
3 tanϕ e

3β tan ϕ sin (β + ϕ − α) − sin (ϕ − α)􏽮 􏽯 − e
3β tan ϕ cos (β + ϕ − α) + cos (ϕ − α)􏽨 􏽩

+
e3β tanϕ sin2 α sin 2(β − α + ϕ)

2 cos ϕ sin ξ
−
sin α sin 2ρ
2 cosϕ

+ 2
Df

B0

sin αe2β tan ϕ

sin ξ
⎡⎣ − kh sin 2π

t

T
−

H

λ
􏼒 􏼓 cos (β − α + ϕ)􏼚 􏼛

+ 1 − kv sin 2π
t

T
−

H

η
􏼠 􏼡􏼠 􏼡 sin (β − α + ϕ)􏼨 􏼩⎤⎦ − qh cos (α − ϕ) + qv sin (α − ϕ) − qh1e

β tanϕ cos (β + ϕ − α)

− qv1e
β tan ϕ sin (β + ϕ − α) −

∑n
i�1 e(i− 1)dβ tanϕ + eidβ tanϕ( 􏼁

2

1 + tan2 ϕ( 􏼁
􏼔qh2∑

n
i�1e

idβ tanϕ
(sin (idβ + ϕ − α)

+ tanϕ cos (idβ + ϕ − α)) − e
(i− 1)dβ tanϕ

(sin ((i − 1)dβ + ϕ − α) + tanϕ cos ((i − 1)dβ + ϕ − α))

+ qv2∑
n
i�1􏼚e

idβ tanϕ
(sin (idβ + ϕ − α) + tanϕ cos (idβ + ϕ − α)) − e

(i− 1)dβ tanϕ
( sin ((i − 1)dβ + ϕ − α)

+ tanϕ cos ((i − 1)dβ + ϕ − α)􏼁􏼛􏼕 +
2c

cB0

sin α
2 tanϕ

e
2β tan ϕ

− 1􏼐 􏼑 + cos (α − ϕ) +
e2β tanϕ sin α cos (β − α + ϕ)

sin (β − α)
􏼨 􏼩􏼣.

(38)

Here, N is the single pseudodynamic bearing capacity
coefficient of shallow strip footing under seismic loading
condition. In this formulation, the objective function
pseudodynamic bearing capacity coefficient depends on
these Φ, c, α, β, t/T, kh, kv, H/λ, and H/η functions. For
a particular soil and seismic condition, all other terms
are constant except α, β, and t/T. So, optimization of
pseudodynamic bearing capacity coefficient is done with
respect to α, β, and t/T using the HSOS algorithm. ,e
advantage of this HSOS algorithm is that it can improve
the searching capability of the algorithm for attaining the
global optimization. Here, the optimum value of N is
represented as Nγe.Now, pseudodynamic ultimate bearing
capacity,

Qult � 0.5cB0Nce. (39)

3. The Hybrid Symbiosis Organisms
Search Algorithm

,e hybrid symbiosis organisms search (HSOS) algorithm is
a recently developed hybrid optimization algorithm which is
used to solve this pseudodynamic bearing capacity of
shallow strip footing minimal optimization problem.

3.1. @e Symbiosis Organisms Search Algorithm. Symbiosis
organisms search (SOS) algorithm is a population-based it-
erative global optimization algorithm for solving global op-
timization problems, proposed by Cheng and Prayogo [33].

,is algorithm is based on the basic concept of symbiotic
relationships among the organisms in nature (ecosystem).
,ree types of symbiotic relationships are occurring in an
ecosystem. ,ese are mutualism relationship, commensal-
ism relationship, and parasitism relationship. Mutualism
relationship describes the relationship where both organ-
isms get benefits from the interaction. Commensalism re-
lationship is a symbiotic relationship between two different
organisms where one organism gets the benefit and the other
is not significantly affected. In the symbiotic parasitism
relationship, one organism gets the benefit and the other is
harmed, but not always killed. Based on the concept of three
relationships, the SOS algorithm is executed. In the SOS
algorithm, a group of organisms in an ecosystem is con-
sidered as a population size of the solution. Each organism is
analogous to one solution vector, and the fitness value of
each organism represents the degree of adaptation to the
desired objective. Initially, a set of organisms in the eco-
system is generated randomly within the search region. ,e
new candidate solution is generated through the biological
interaction between two organisms in the ecosystem which
contains the mutualism, commensalism, and parasitism
phases, and the process of interaction is continued until the
termination criterion is satisfied. A detailed description of
SOS algorithm can be seen in [33].

3.2.@e SimpleQuadratic Interpolation (SQI)Method. In this
section, the three-point quadratic interpolation is discussed.
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Considering the two organisms Orgj and Orgk, where Orgj �

(org1j , org2j , org3j , . . . , orgD
j ) and Orgk � (org1k, org2k, org3k, . . . ,

orgD
k ) from the ecosystem, the organism Orgi is updated

according to the three-point quadratic interpolation [40]. ,e
three-point approximate minimal point for organism Orgi is
determined by the following equation:

Orgm

i � 0.5
Orgm

i( 􏼁
2 − Orgm

j􏼐 􏼑
2

􏼒 􏼓fk + Orgm
j􏼐 􏼑

2
− Orgm

k( 􏼁
2

􏼒 􏼓fi + Orgm
k( 􏼁

2 − Orgm
i( 􏼁

2
􏼐 􏼑fj

Orgm
i −Org

m
l( 􏼁fk + Orgm

j −Org
m
k􏼐 􏼑fi + Orgm

k −Org
m
i( 􏼁fj

, (40)

where m� 1, 2, 3, . . ., D.
,e SQI is intended to enhance the entire search ca-

pability of the algorithm. Here, fi, fj, and fk are the fitness
values of ith, jth, and kth organisms, respectively.

3.3. @e Hybrid Symbiosis Organisms Search Algorithm. In
the development of heuristic global optimization algorithm,
the balance of exploration and exploitation capability plays
a major role [43], where “Exploration is the process of visiting
entirely new regions of a search space, whilst exploitation is
the process of visiting those regions of a search space within
the neighborhood of previously visited points” [43]. As dis-
cussed above, the SQI method may be used for the better
exploration when executing the optimization process. On the
other hand, Cheng and Prayoga [33] have elaborately dis-
cussed the better exploitation ability of SOS for global opti-
mization. To balance the exploration capability of SQI and the
exploitation potential of SOS, the hybrid symbiosis organisms
search (HSOS) algorithm has been proposed. ,is hybrid
method can increase the robustness as well as the searching
capability of the algorithm for attaining the global optimi-
zation. By incorporating the SQI into the SOS algorithm, the
HSOS algorithm is developed and the flowchart of the HSOS
algorithm is shown in Figure 5.,e HSOS algorithm is able to
explore the new search region with the SOS algorithm and to
exploit the population information with the SQI.

If an organism is going to an infeasible region, then the
organism is reflected back to the feasible region using the
following equation [44]:

Orgi �
UBi + rand(0, 1)∗ UBi − LBi( 􏼁 if Orgi < LBi,

UBi − rand(0, 1)∗ UBi − LBi( 􏼁 if Orgi >UBi,
􏼨

(41)

where LBi andUBi are, respectively, the lower and upper
bounds of the ith organism.

,e algorithmic steps of hsos are given below:

Step 1. Ecosystem initialization: initialize the algorithm
parameters and ecosystem organisms and evaluate the fit-
ness value for each corresponding organism.

Step 2. Main loop.

Step 2.1. Mutualism phase: select one organism Orgj ran-
domly from the ecosystem.,e organism Orgi intersects with

the organism Orgj and then they try to improve the survival
capabilities in the ecosystem. ,e new organism for each of
Orgi and Orgj is calculated by the following equations:

Orgnewi � Orgi + rand(0, 1)∗ Orgbest −MutualVector∗BF1( 􏼁,

(42)
Orgnewj � Orgj + rand(0, 1)∗ Orgbest −MutualVector∗BF2( 􏼁,

(43)

whereMutualVector � (Orgi + Orgj)/2. Here, BF1 and BF2 are
called the benefit factors, the value of which be either 1 or 2.
,e level of benefits of the organism represents these factors,
that is, whether an organism gets, respectively, partial or full
benefit from the interaction. Orgbest is the best organism in the
ecosystem. MutualVector represents the relationship charac-
teristic between the organisms Orgi and Orgj.

Step 2.2. Commensalism phase: between the interaction of
the organisms Orgi and Orgj, the organism Orgi gets benefit
by the organism Orgj and try to improve the beneficial
advantage in the ecosystem to the higher degree of adaption.
,e new organism Orgi is determined by the following
equation:

Orgnewi � Orgi + rand −1, 1( )∗ Orgbest −Orgj􏼐 􏼑, (44)

where i≠ j and Orgbest is the best organism in the ecosystem.

Step 2.3. Parasitism phase: by duplicating randomly selected
dimensions of the organism Orgi, an artificial parasite (Par-
asite_Vector) is created. From the ecosystem, another or-
ganismOrgj is selected randomly that is treated as a host to the
Parasite_Vector. If the objective function value of the Para-
site_Vector is better than the organism Orgj, it can kill the
organism Orgj and adopt its position in the ecosystem. If the
objective function value of Orgj is better than the Para-
site_Vector, Orgj will have resistance to the parasite and the
Parasite_Vector will not be able to reside in that ecosystem.

Step 2.4. Simple quadratic interpolation: the two organisms
Orgj and Orgk (j≠ k) are selected randomly from the eco-
system, and then the organism Orgi is updated by quadratic
interpolation passing through these three organisms which
can be expressed by (40).

Step 3. If the stopping criteria are not satisfied to go to Step 2,
then it will proceed until the best objective function value is
obtained.
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4. Discussion on Results Obtained by
the HSOS Algorithm

,e pseudodynamic bearing capacity coefficient (Nγe) has
been optimized using the HSOS algorithm with respect to α,
β, and t/T variables. ,e algorithm was performed with 1000
fitness evaluations, 30 independent runs, and 50 eco-sizes.
,e best result has been taken among these 30 results. ,is
optimized single seismic bearing capacity coefficient (Nγe) is
presented in Tables 1 and 2 for static and seismic conditions
(kh � 0.1, 0.2, and 0.3), respectively, which can be used by the
field engineers in earthquake-prone areas for the simulta-
neous resistance of unit weight, surcharge, and cohesion.

4.1.Parametric Study. In this section, a brief parametric study
and a comparative study have been presented. ,e effect of
soil friction angle (Φ), depth factor (Df/B0), cohesion factor
(2c/cB0), and seismic accelerations (kh and kv) on normalized
reduction factor (Nγe/Nγs) is discussed. Normalized reduction
factor (Nγe/Nγs) is the ratio of optimized seismic and static
bearing capacity coefficient. ,e variations of parameters are
as follows: Φ� 20°, 30°, and 40°; kh � 0.1, 0.2, and 0.3; kv � 0,

kh/2, and kh; 2c/cB0 � 0, 0.25, and 0.5; and Df/B0 � 0.25, 0.75,
0.5, and 1. A detailed comparative study with other available
previous research is also discussed in this section.

4.1.1. Effect on Nce/Ncs due to Variation of Φ. Figure 6 shows
the variations of the normalized reduction factor (Nγe/Nγs)
with respect to horizontal seismic acceleration (kh) at
different soil friction angles (Φ� 20°, 30°, and 40°) at

FEs = FEs + 1

Start

Initialized algorithm control parameters, set
of ecosystem organism, and evaluation of

seismic bearing capacity coefficient for
each organism

Main loop

Apply mutualism phase to update each
organism

Apply commensalism phase to update each
organism 

Apply parasitism phase to update each
organism

Check stopping
criteria?

YesNo

Return optimum
seismic bearing

capacity coefficient 

Stop

Apply SQI method to update each organism

Figure 5: Flowchart of the HSOS algorithm.

Table 1: Static condition.

Φ 2c/cB0
Df/B0

0.25 0.5 0.75 1

20°
0 8.349 11.756 15.087 18.377

0.25 11.175 14.488 17.769 21.029
0.5 13.886 17.155 20.407 23.649

30°
0 30.439 40.168 49.719 59.177

0.25 35.903 45.497 54.975 64.391
0.5 41.263 50.771 60.189 69.557

40°
0 144.24 178.37 211.78 244.89

0.25 157.48 191.17 224.5 257.5
0.5 170.47 203.94 237.1 270.1
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2c/cB0 � 0.25, Df � 0.5, and kv � kh/2. It is seen that the
normalized reduction factor (Nγe/Nγs) increases with in-
crease in soil friction angle (Φ). Due to an increase in Φ, the
internal resistance of the soil particles will be increased,
which resembles the fact that there is an increase in the
seismic bearing capacity factor.

4.1.2. Effect on Nγe/Nγs due to Variation of 2c/cB0. Figure 7
shows the variations of the normalized reduction factor
(Nγe/Nγs) with respect to seismic acceleration (kh) at dif-
ferent cohesion factors (2c/cB0 � 0, 0.25, and 0.5) at Φ� 30°,
Df/B0 � 0.5, and kv � kh/2. It is seen that the normalized
reduction factor (Nγe/Nγs) increases with an increase in the
cohesion factor (2c/cB0). Due to an increase in cohesion, the
seismic bearing capacity factor will be increased as the in-
crease in cohesion causes an increase in intermolecular

attraction among the soil particle, which offers more re-
sistance against the shearing failure of the foundation.

4.1.3. Effect on Nγe/Nγs due to Variation of Df/B0. Figure 8
shows the variations of the normalized reduction factor
(Nγe/Nγs) with respect to seismic acceleration (kh) for different
depth factors (Df/B0 � 0.25, 0.5, and 1) at Φ� 30°, 2c/cB0�

0.25, and kv � kh/2. It is seen that the normalized reduction
factor (Nγe/Nγs) increases with an increase in the depth factor
(Df/B0). Due to an increase in the depth factor (Df/B0), sur-
charge weight increases, which increases the passive resistance
and hence increases the seismic bearing capacity factor.

4.1.4. Effect on Nγe/Nγs due to Variation of Seismic Accel-
erations (kh and kv). From Figures 6–9, it is seen that the
normalized reduction factor (Nγe/Nγs) decreases along

Table 2: Pseudodynamic bearing capacity coefficient (Nγe) for kh � 0.1, 0.2, and 0.3.

kh � 0.1

Φ 2c/cB0

kv � 0 kv � kh/2 kv � kh
Df/B0

0.25 0.5 0.75 1 0.25 0.5 0.75 1 0.25 0.5 0.75 1

20°
0 5.881 8.559 11.172 13.753 5.882 8.538 11.128 13.687 5.878 8.51 11.079 13.614

0.25 8.589 11.17 13.73 16.277 8.69 11.247 13.782 16.303 8.797 11.323 13.832 16.329
0.5 11.146 13.688 16.224 18.754 11.331 13.851 16.359 18.865 11.523 14.015 16.502 18.98

30°
0 21.98 29.575 37.021 44.385 22.107 29.638 37.028 44.331 22.223 29.691 37.07 44.243

0.25 26.85 34.306 41.675 48.996 27.128 34.529 41.834 49.081 27.415 34.739 41.979 49.169
0.5 31.59 38.965 46.287 53.564 32.016 39.325 46.573 53.793 32.447 39.688 46.879 54.028

40°
0 101.41 127.17 152.55 177.72 102.32 127.86 153.02 177.89 103.17 128.49 153.41 178.11

0.25 112.36 137.9 163.11 188.16 113.51 138.82 163.85 188.69 114.74 139.83 164.61 189.16
0.5 123.12 148.5 173.67 198.58 124.63 149.79 174.65 199.42 126.15 151.03 175.72 200.21

kh � 0.2

Φ 2c/cB0
kv � 0 kv � kh/2 kv � kh

Df/B0
0.25 0.5 0.75 1 0.25 0.5 0.75 1 0.25 0.5 0.75 1

20°
0 3.627 5.554 7.437 9.299 3.495 5.257 7.019 8.781 3.45 5.049 6.644 8.24

0.25 6.254 8.093 9.926 11.754 6.276 8.01 9.739 11.464 6.345 7.94 9.535 11.131
0.5 8.672 10.493 12.312 14.129 8.889 10.605 12.321 14.036 9.201 10.801 12.394 13.987

30°
0 14.856 20.524 26.077 31.56 14.451 19.881 25.193 30.44 13.88 19.024 24.045 29.002

0.25 19.156 24.697 30.169 35.606 19.026 24.314 29.539 34.734 18.803 23.785 28.716 33.621
0.5 23.312 28.779 34.201 39.615 23.416 28.634 33.811 38.98 23.505 28.422 33.304 38.169

40°
0 68.468 87.465 106.13 124.61 67.336 85.521 103.4 121.14 65.74 82.948 99.846 116.59

0.25 77.438 96.227 114.79 133.22 76.783 94.766 112.51 130.11 75.728 92.708 109.51 126.1
0.5 86.315 104.98 123.41 141.79 86.076 103.87 121.54 139.08 85.49 102.38 119.02 135.61

kh � 0.3

Φ 2c/cB0
kv � 0 kv � kh/2 kv � kh

Df/B0
0.25 0.5 0.75 1 0.25 0.5 0.75 1 0.25 0.5 0.75 1

20°
0 2.843 4.058 5.268 6.471 4.291 5.476 6.642 7.792 — — — —

0.25 5.178 6.389 7.592 8.794 9.036 10.181 11.325 12.468 — — — —
0.5 7.51 8.713 9.915 11.118 13.713 14.848 15.984 17.119 — — — —

30°
0 9.3 13.312 17.24 21.118 8.356 11.737 15.116 18.496 8.15 10.853 13.557 16.261

0.25 13.109 17 20.856 24.684 12.336 15.716 19.085 22.433 12.366 15.074 17.783 20.492
0.5 16.736 20.57 24.389 28.195 16.285 19.633 22.96 26.286 16.541 19.25 21.958 24.667

40°
0 44.498 58.106 71.465 84.714 40.605 52.714 64.622 76.375 35 45.195 55.199 65.068

0.25 51.859 65.283 78.574 91.7 48.428 60.359 72.112 83.809 43.394 53.371 63.261 73.021
0.5 59 72.396 85.56 98.686 56.083 67.85 79.556 91.165 51.543 61.416 71.164 80.912
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with an increase in horizontal seismic acceleration (kh). And
Figure 9 shows the variations of the normalized reduction
factor (Nγe/Nγs) with respect to seismic acceleration (kh) at
different vertical seismic accelerations (kv � 0, kh/2, and kh) for
Φ� 30°, Df � 0.5, and 2c/cB0 � 0.25. It is seen that the nor-
malized reduction factor (Nγe/Nγs) decreases with the increase

in vertical seismic acceleration (kv) also. Due to an increase in
seismic acceleration and due to the sudden movement of
different waves, the disturbance in the soil particles increases,
which allows more soil mass to participate in the vibration
and hence decreases its resistance against bearing capacity.
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Figure 6: ,e variations of the bearing capacity coefficient with
respect to seismic acceleration (kh) at different soil friction angles
(Φ� 20°, 30°, and 40°) for 2c/B0 � 0.25, Df/B0 � 0.5, and kv � kh/2.
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Figure 7: ,e variations of the bearing capacity coefficient with
respect to seismic acceleration (kh) at different cohesion factors
(2c/B0 � 0, 0.25, and 0.5) for Φ� 30°, δ�Φ/2, Df/B0 � 0.5, and
kv � kh/2.
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Figure 8: ,e variations of the bearing capacity coefficient with
respect to seismic acceleration (kh) at different depth factors
(Df/B0 � 0.25, 0.5, and 1) for Φ� 30°, δ �Φ/2, 2c/B0 � 0.25, and
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Figure 9: ,e variations of the bearing capacity coefficient with
respect to seismic acceleration (kh) at different vertical seismic ac-
celerations (kv � 0, kh/2, and kh) for Φ� 30°, 2c/B0� 0.25, Df/B0� 0.5,
and δ �Φ/2.
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4.1.5. Comparison of Result. A detailed comparative study of
the present analysis with previous research on similar type of
works with different approaches is done here. Figure 10 and
Table 3 show the comparison of a pseudodynamic bearing
capacity coefficient obtained from the present analysis with
previous seismic analyses with respect to different seismic
accelerations (kh � 0.1, 0.2, and 0.3) forΦ� 30°. It is seen that,
for the lower value of seismic accelerations here in Figure 10,
kh � 0.2, the values obtained from the present study are less
than the values obtained from Soubra [10] (M1 andM2) [17].
But when horizontal seismic acceleration increases from 0.2,
the bearing capacity coefficient also increases gradually, and
at kh � 0.3, the present analysis provides greater value in
comparison to all the comparedmethods. At kh � 0.1, around
7.5%, 24%, and 29% decrease in Nγe coefficient, and at
kh � 0.2, around 2%, 15%, and 12% decrease inNγe coefficient
in comparison to that in Soubra [10] (M1 and M2) and
Ghosh [17], respectively. But at kh � 0.3, it increases around
26%, 16%, and 48%, respectively, in comparison with the
respective analyses.

,e performance results, that is, pseudodynamic bearing
capacity coefficients obtained by the HSOS algorithm are
compared with other metaheuristic optimization algo-
rithms. Table 4 shows the performance result obtained by
DE [45], PSO [46], ABC [47], HS [48], BSA [49], ABSA [50],
SOS [33], and HSOS [39] algorithms at different condi-
tions that are compared here. From this table, it is ob-
served that the performance result, that is, pseudodynamic
bearing capacity coefficient (Nγe) obtained from this HSOS
algorithm is lesser than the other compared algorithms
in different soil and seismic conditions. From the above
investigations, it can be said that HSOS algorithm can
satisfactorily be used to evaluate the seismic bearing capacity
of shallow strip footing suggested here.

5. Numerical Analysis

,e numerical modeling of dynamic analysis of shallow
strip footing is performed using a finite element software,
PLAXIS 2D (v-8.6), which is equipped with features to deal
with various aspects of complex structures and study the
soil-structure interaction effect. In addition to static loads,
the dynamic module of PLAXIS also provides a powerful
tool for modeling the dynamic response of a soil structure
during an earthquake.

5.1. Numerical Modeling. A two-dimensional geometrical
model is prepared that is to be composed of points, lines, and
other components in the x-y plane. ,e PLAXIS mesh
generator based on the input of the geometry model au-
tomatically performs the generation of a mesh at an element
level.,e shallow strip footing wasmodeled as a plane strain,
and 15 nodded triangular elements are used to simulate the
foundation soil. ,e extension of the mesh was taken 100m
wide and 30m depth as the earthquake forces cannot affect
the vertical boundaries. Standard earthquake boundaries are
applied for earthquake loading conditions using SMC files,
and then the mesh is generated. Cluster refinement of the

mesh is followed to obtain precise medium-sized mesh. HS
small model was used to incorporate dynamic soil properties
of the soil samples. Two different soil samples were used to
analyze the shallow strip footing under seismic loading
condition as shown in Table 5. A uniformly distributed load
of 100 kN/m applying on the section of the foundation along
with different surcharge loads to represent the load coming
from superstructure is analyzed in this paper as shown in
Figure 11. Initial stresses are generated after turning off the
initial pore water pressure tool.

5.2. Calculation. During the calculation stage, three steps
are adopted where, in the first step, calculations are done
for plastic analysis where applied vertical load and weight
of soil are activated. In the second step, calculations are
made for dynamic analysis where earthquake data are
incorporated as SMS file. And, in the final step, FOS is
determined by the c-Φ reduction method. El Salvador 2001
earthquake data (moment magnitude, Mw � 7.6) are given
as input in the dynamic calculation as SMC file as shown
in Figure 12. ,e vertical settlement of the foundation and
the corresponding factor at safety of each condition ob-
tained from the numerical modeling are obtained. Figures
13 and 14 show the deformed mesh and vertical dis-
placement contour, respectively, after undergoing staged
calculations.

5.3. Numerical Validation. Finite element model of shallow
strip footing embedded in c-Φ soil is analyzed in PLAXIS-
8.6v for the validation of the analytical solution. ,e results
obtained from this analytical analysis are compared with the
numerical solutions to validate the analysis. At first,
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0.1 0.2 0.3

Ghosh [16]
Soubra [9] (M2)
Soubra [9] (M1)
Present study

N
γe
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Figure 10: ,e comparison of pseudodynamic bearing capacity
coefficient obtained from present analysis with previous seismic
analyses with respect to different seismic accelerations (kh � 0.1, 0.2,
and 0.3) for Φ� 30°.
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settlement of foundation is calculated analytically using two
classical equations, such as

Richards et al.’s [12] seismic settlement equation:

se � 0.174
V2

Ag

kh

A
􏼢 􏼣

−4

tan αAE, (45)

where V is the peak velocity for the design earthquake
(m/sec), A is the acceleration coefficient for the design
earthquake, and g is the acceleration due to gravity,
and the value of αAE depends on Φ and critical acceler-
ation kh∗.

Terzaghi’s [2] immediate settlement equation:

si � qnB0
1− ]2( 􏼁

E
If, (46)

where qn is the net foundation pressure, qn � ⌊Qult − cDf⌋/
FOS, ] is the Poisson ratio, E is the Young modulus of soil, and
If is the influence factor for shallow strip footing. Here, Qult is
the pseudodynamic ultimate bearing capacity which is ob-
tained from (39).

,e dynamic soil properties taken in numerical modeling
[Plaxis-8.6v] are used same in the analytical formulation to

validate it. Results obtained from the analytical solution
and numerical modeling have been tabulated in Table 6.
Two different types of soil models have been analyzed.
Settlement of shallow foundation for the corresponding
soil model is calculated using (41) and (42). Settlement
values obtained from the finite element model in PLAXIS
are also tabulated. It is seen that settlement obtained
from analytical solution is slightly in lower side in com-
parison with the settlement obtained from PLAXIS-8.6v as
in the analytical settlement calculation, the only initial
settlement is considered. So, the formulation of pseudo-
dynamic bearing capacity is well justified after the nu-
merical validation.

6. Conclusion

Using the pseudodynamic approach, the effect of the shear
wave and primary wave velocities traveling through the soil
layer and the time and phase difference along with the
horizontal and vertical seismic accelerations are used to
evaluate the seismic bearing capacity of the shallow strip
footing. A mathematical formulation is suggested for si-
multaneous resistance of unit weight, surcharge and cohesion

Table 4: Comparison of seismic bearing capacity coefficient (Nγe) obtained by different standard algorithms.

Φ kh DE PSO ABC HS BSA ABSA SOS HSOS
(a) 2c/cB0 � 0.25, Df/B0 � 0.5, and kv � kh/2

20° 0.1 11.54 11.771 11.255 11.62 11.25 11.284 11.248 11.247
0.2 8.714 8.524 8.11 8.73 8.1 8.51 8.02 8.01

30° 0.1 34.681 34.854 34.535 34.942 34.53 34.591 34.53 34.529
0.2 24.514 24.641 24.319 24.43 24.319 24.361 24.32 24.314

40° 0.1 138.90 139.12 138.85 139.54 138.83 138.99 138.9 138.82
0.2 94.768 95.546 94.78 94.89 94.77 94.82 94.77 94.766

(b) 2c/cB0 � 0.5, Df/B0 � 0.75, and kv � kh/2

20° 0.1 16.46 16.363 16.359 16.512 16.37 16.45 16.361 16.359
0.2 12.53 12.325 12.581 12.524 12.33 12.812 12.324 12.321

30° 0.1 46.91 46.579 46.942 46.76 46.59 46.751 46.575 46.573
0.2 33.931 33.823 34.15 33.99 33.83 33.97 33.816 33.811

40° 0.1 174.76 174.68 174.691 174.93 174.67 174.81 174.69 174.65
0.2 121.69 121.59 121.61 121.59 121.58 121.561 121.58 121.54

Table 5: HS small model soil parameters for PLAXIS-8.6v.

Sample c (kPa) c (kPa) Φ ψ ] E50ref (kPa) Eoedref (kPa) Eurref (kPa) m G0 (kPa) c0.7

S1 20.9 0.5 32 2 0.2 1.00E+ 4 1.00E+ 4 3.00E+ 4 0.5 1.00E+ 5 1.00E− 4
S2 19.9 0.2 28 0 0.2 1.25E+ 4 1.00E+ 4 3.75E+ 4 0.5 1.30E+ 5 1.25E− 4

Table 3: Comparison of seismic bearing capacity coefficient (Nγe) for different values of kh and kv with Φ� 30°.

kh
Present study Ghosh [17] Budhu and Al-Karni

[7]
Choudhury and
Subba Rao [13] Soubra [10]

kv � kh/2 kv � kh kv � kh/2 kv � kh kv � kh/2 kv � kh kv � kh/2 kv � kh M1 M2
0.1 14.43 14.23 20.39 20.04 10.21 9.46 8.4 7.76 15.6 18.9
0.2 8.78 8.65 9.98 8.82 3.81 2.86 2.85 2 8.9 10.3
0.3 5.68 5.67 3.85 2.35 1.21 0.56 0.98 0.29 4.5 4.9
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using upper-bound limit analysis method. A composite
failure mechanism which includes both planer and log-spiral
zone is considered here to develop this mathematical model
for the shallow strip footing resting on c-Φ soil. ,e HSOS
algorithm is used to solve this problem. ,e advantage of
this HSOS algorithm is that it can improve the searching
capability of the algorithm for attaining the global opti-
mum. From the comparison, the results obtained by the
HSOS algorithm with other standard algorithms show the
acceptability of the results in all soil and seismic conditions.
Hence, using the HSOS algorithm, the coefficient of seismic
bearing capacity is presented in a tabular form. Numerical
modeling of shallow strip footing is also analyzed using
PLAXIS-8.6v software for the validation of the analytical
solution. It is observed that the results obtained from this

analytical analysis are well justified with the numerical
solutions. ,e effect of various parameters such as soil
friction angle (Φ), seismic accelerations (kh and kv), co-
hesion factor (2c/cB0), and depth factor (Df/B0) is studied
here. It is seen that the pseudodynamic bearing capacity
coefficient (Nγe) increases with the increase in Φ, 2c/cB0,
and Df/B0, but it decreases with the increase in horizontal
and vertical seismic accelerations (kh and kv). ,e values
obtained from the present analysis are thoroughly com-
pared with the available pseudostatic analysis as well as
pseudodynamic analysis values, and it is seen that the
values obtained from the present study are comparable
reasonably. Using the values as provided in Tables 1 and 2,
the ultimate bearing capacity of foundation under seismic
loading condition can be evaluated.
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Figure 11: Finite element geometry and foundation load along with surcharge load.
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Figure 13: ,e deformed mesh of model after calculation.
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Figure 14: Vertical displacement contour after calculation.

Table 6: Comparison of settlements obtained from numerical and analytical analyses.

Soil samples Depth factor (Df/B0)
Numerical solution Analytical solution

PLAXIS-8.6v Richards et al. [12] Present analysis Terzaghi [2]
FOS Settlement (mm) k∗h Settlement (mm) Nγe Settlement (mm)

Sample 1

0 1.12 49.57 0.02 127 41 48.97
0.25 1.95 42.82 0.14 18.27 53 36.01
0.5 2.71 41.47 0.24 10.65 68 33.07
1 3.19 40.1 0.28 9.13 75 30.61

Sample 2

0 1.03 47.45 0.01 255 37 36.6
0.25 1.59 40.99 0.1 25.58 49 31.08
0.5 2.14 38.22 0.18 18.27 64 30.0
1 2.61 34.47 0.25 10.23 72 27.33
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Nomenclature

2c/cB0: Cohesion factor
B0: Width of the footing
C: Cohesion of soil
Df : Depth of footing below ground surface
Df /B0: Depth factor
g: Acceleration due to gravity
G: Shear modulus of soil
kh, kv: Horizontal and vertical seismic accelerations
Nc, Nq, Nc: Bearing capacity coefficients
Nγe: Optimized single seismic bearing capacity

coefficient
Nγs: Optimized single static bearing capacity

coefficient
Nγe/Nγs: Normalized reduction factor
PL: Uniformly distributed column load
q: Surcharge loadings
r0, r: Initial and final radii of the log-spiral zone

(i.e., BE and BD), respectively
t: Time of vibration
T: Period of lateral shaking
V1, V2, and Vθ: Absolute and relative velocities,

respectively
Vp: Primary wave velocity
Vs: Shear wave velocity
α1, α2: Base angles of triangular elastic zone under

the foundation
β: Angle that makes the log-spiral part in log-

spiral mechanism
c: Unit weight of soil medium
λ, η: Lame’s constant
υ: Poisson’s ratio of the soil medium
Φ: Angle of internal friction of the soil
ω: Angular frequency
SOS: Symbiosis organisms search
SQI: Simple quadratic interpolation
HSOS: Hybrid symbiosis organisms search.
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Optimum design of braced steel space frames including soil-structure interaction is studied by using harmony search (HS) and
teaching-learning-based optimization (TLBO) algorithms. A three-parameter elastic foundation model is used to incorporate the
soil-structure interaction effect. A 10-storey braced steel space frame example taken from literature is investigated according to
four different bracing types for the cases with/without soil-structure interaction. X, V, Z, and eccentric V-shaped bracing types are
considered in the study. Optimum solutions of examples are carried out by a computer program coded in MATLAB interacting
with SAP2000-OAPI for two-way data exchange. -e stress constraints according to AISC-ASD (American Institute of Steel
Construction-Allowable Stress Design), maximum lateral displacement constraints, interstorey drift constraints, and beam-to-
column connection constraints are taken into consideration in the optimum design process. -e parameters of the foundation
model are calculated depending on soil surface displacements by using an iterative approach. -e results obtained in the study
show that bracing types and soil-structure interaction play very important roles in the optimum design of steel space frames.
Finally, the techniques used in the optimum design seem to be quite suitable for practical applications.

1. Introduction

Optimum design of steel structures prevents excessive
consumption of the steel material. Suitable cross sections
must be selected automatically from a predefined list.
Moreover, selected profiles should satisfy some required
constraints such as stress, displacement, and geometric size.
Metaheuristic search techniques are highly preferred for
problems with discrete design variables. -ere are many
metaheuristic techniques developed recently. Some of them
are genetic algorithm, harmony search algorithm, tabu search
algorithm, particle swarm optimization, ant colony algo-
rithm, artificial bee colony algorithm, teaching-learning-
based optimization, simulated annealing algorithm, bat-
inspired algorithm, cuckoo search algorithm, and evolu-
tionary structural optimization. In literature, there are many
studies available for the optimum design of structures using

these algorithms. For example, Daloglu and Armutcu [1]
used the genetic algorithm method for the optimum design
of plane steel frames. Kameshki and Saka [2] carried out the
optimum design of nonlinear steel frames with semirigid
connections using the genetic algorithm. Lee and Geem [3]
developed a new structural optimization method based on
the harmony search algorithm. Hayalioglu and Degertekin
[4] applied genetic optimization on minimum cost design
of steel frames with semirigid connections and column
bases. Kelesoglu and Ülker [5] searched for multiobjective
fuzzy optimization of space trusses by MS Excel. Degertekin
[6] compared simulated annealing and genetic algorithms
for the optimum design of nonlinear steel space frames.
Esen and Ülker [7] optimized multistorey space steel
frames considering the nonlinear material and geometrical
properties. Saka [8] used the harmony search algorithm
method to get the optimum design of steel sway frames
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in accordance with BS5950. Degertekin and Hayalioglu
[9] applied the harmony search algorithm for minimum
cost design of steel frames with semirigid connections and
column bases. Hasancebi et al. [10] investigated non-
deterministic search techniques in the optimum design of
real-size steel frames. Hasançebi et al. [11] used the simulated
annealing algorithm in structural optimization. Hasancebi
et al. [12] investigated the optimum design of high-rise steel
buildings using an evolutionary strategy integrated with
parallel algorithm. Togan [13] used one of the latest sto-
chastic methods, teaching-learning-based optimization, for
design of planar steel frames. Aydogdu and Saka [14] used
ant colony optimization for irregular steel frames including
the elemental warping effect. Dede and Ayvaz [15] studied
structural optimization problems using the teaching-
learning-based optimization algorithm. Dede [16] applied
teaching-learning-based optimization on the optimum
design of grillage structures with respect to LRFD-AISC.
Hasançebi et al. [17] used a bat-inspired algorithm for
structural optimization. Saka and Geem [18] prepared an
extensive review study on mathematical and metaheuristic
applications in design optimization of steel frame structures.
Hasançebi and Çarbaş [19] studied the bat-inspired algo-
rithm for discrete-size optimization of steel frames. Dede
[20] focused on the application of the teaching-learning-
based optimization algorithm for the discrete optimization
of truss structures. Azad and Hasancebi [21] focused on
discrete-size optimization of steel trusses under multiple
displacement constraints and load case using the guided
stochastic search technique. Artar and Daloğlu [22] obtained
the optimum design of composite steel frames with semi-
rigid connections and column bases. Artar [23] used the
harmony search algorithm for the optimum design of steel
space frames under earthquake loading. Artar [24] used the
teaching-learning-based optimization algorithm for the
optimum design of braced steel frames. Carbas [25] studied
design optimization of steel frames using an enhanced firefly
algorithm. Daloglu et al. [26] investigated the optimum
design of steel space frames including soil-structure in-
teraction. Saka et al. [27] researched metaheuristics in
structural optimization and discussions on the harmony
search algorithm. Aydogdu [28] used a biogeography-based
optimization algorithm with Levy flights for cost optimi-
zation of reinforced concrete cantilever retaining walls
under seismic loading.

In literature, there are several researches available for
optimum structural design, as mentioned above. On the other
hand, there are a few researches on the optimum design of
braced steel space frames including soil-structure interaction.
So, this study investigates a 10-storey braced steel space frame
structure studied previously in literature, which is investigated
for four different bracing types and soil-structure interaction.
-ese bracing types are X, V, Z, and eccentric V-shaped
bracings. Optimum design solutions are obtained using
a computer program developed in MATLAB [29] interacting
with SAP2000-OAPI (open application programming in-
terface) [30]. Suitable cross sections are automatically selected
from a list including 128W profiles taken from AISC
(American Institute of Steel Construction). -e frame model

is subjected to wind loads according to ASCE7-05 [31] as well
as dead, live, and snow loads.-e analysis results are found to
be quite consistent with the literature results. In this study, the
vertical displacements on soil surfaces are also calculated. It is
observed that minimum weights of space frames vary
depending on the bracing type. Also, it can be concluded that
incorporation of soil-structure interaction results in heavier
steel weight.

2. Optimum Design Formulation

-e optimum design problem of braced steel space frames is
calculated as follows:

minW � 􏽘

ng

k�1
Ak 􏽘

nk

i�1
ρiLi, (1)

where W is the weight of the frame, Ak is the cross-sectional
area of group k, ρi and Li are the density and length of
member i, ng is the total number of groups, and nk is the
total number of members in group k.

-e stress constraints according to AISC-ASD [32] are
defined as follows:

gi(x) �
fa

Fa
+

Cmxfbx

1− fa/Fex′( 􏼁( 􏼁Fbx

􏼢 􏼣
i

− 1.0≤ 0, i � 1, . . . , nc,

gi(x) �
fa

0.60Fy
+

fbx

Fbx

􏼢 􏼣
i

− 1.0≤ 0, i � 1, . . . , nc.

(2)

If (fa/Fa)≤ 0.15, instead of using (2), the stress con-
straint is calculated as follows:

gi(x) �
fa

Fa
+

fbx

Fbx

􏼢 􏼣
i

− 1.0≤ 0, i � 1, . . . , nc, (3)

where nc is the total number of members subjected to both
axial compression and bending stresses, fa is the computed
axial stress, Fa is the allowable axial stress under axial
compression force alone, fbx is the computed bending stress
due to bending of the member about its major (x), Fbx is the
allowable compressive bending stress about major, Fex′ is the
Euler stress, Fy is the yield stress of the steel, and Cmx is
a factor. It is calculated from Cmx � 0.6− 0.4(M1/M2) for
the braced frame member without transverse loading be-
tween the ends andCmx � 1 + ψ(fa/Fe′) for the braced frame
member with transverse loading.

-e effective length factors of columns in braced frames
are calculated as follows [33]:

K �
3GAGB + 1.4 GA + GB( 􏼁 + 0.64
3GAGB + 2.0 GA + GB( 􏼁 + 1.28

, (4)

where GA and GB are the relative stiffness factors at the Ath
and Bth ends of columns.

-e maximum lateral displacement and interstorey drift
constraints are defined as follows:
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gjl(x) �
δjl

δju

− 1≤ 0, j � 1, . . . , m, l � 1, . . . ,nl, (5)

where δjl is the displacement of the jth degree of freedom
under load case l, δju is the displacement at the upper bound,
m is the number of restricted displacements, and nl is the
total number of loading cases.

gjil(x) �
Δjil

Δju

− 1≤ 0, j � 1, . . . , ns, i � 1, . . . ,nsc,

l � 1, . . . ,nl,
(6)

where Δjil is the interstorey drift of the ith column in the jth
storey under load case l, Δju is the limit value, ns is the
number of storeys, and nsc is the number of columns in
a storey.

-e beam-to-column connection geometric constraint is
determined as follows:

gbf ,i(x) �
bfbk,i
′

dc,i − 2tfl,i
− 1≤ 0, i � 1, . . . , nbw,

gbb,i(x) �
bfbk,i

bfck,i

− 1≤ 0, i � 1, . . . , nbf ,

(7)

where nbw is the number of joints where beams are con-
nected to the web of the column, bfbk,i

′ is the flange width of
the beam, dc,i is the depth of the column, tfl,i is the flange
thickness of the column, nbf is the number of joints where
beams are connected to the flange of the column, and bfbk,i

and bfck,i are flange widths of the beam and column, re-
spectively (Figure 1).

3. Three-Parameter Vlasov Elastic
Foundation Model

-e soil reaction exerted on a structure resting on a two-
parameter elastic soil is expressed in

qz � kw− 2t∇2w. (8)

-e reaction depends on the soil surface vertical dis-
placement w, soil reaction modulus k, and soil shear pa-
rameter 2t. -ese two soil parameters, k and 2t, can be
defined by

k � 􏽚
H

0

Es 1− υs( 􏼁

1 + υs( 􏼁 1− 2υs( 􏼁
·

zφ(z)

zz
􏼠 􏼡

2

dz,

2t � 􏽚
H

0
Gsφ(z)

2
dz,

(9)

in which H, υs, and Gs are the depth, Poisson’s ratio, and
shear modulus of the soil, respectively. In most of the
classical two-parameter soil foundation models such as
Pasternak, Hetenyi, and Vlasov models, the soil parameters
are constants obtained by experimental tests or arbitrarily
defined. However, it is highly difficult to determine these

parameters experimentally. -erefore, Vallabhan and
Daloglu [34] developed an additional parameter c to
characterize the vertical displacement profile within subsoil.
-ey called this model including the third parameter c as
a three-parameter Vlasov model. -is model eliminates the
necessity of experimental tests to determine soil parameters
since these values are determined iteratively in terms of the
new parameter, c. -e vertical deformation profile of the
subsoil is described via a mode shape function as given in

ϕ(z) �
sinh c(1−(z/H))

sinh c
. (10)

-e boundary values of ϕ(z) are assumed to be ϕ(0) � 1
and ϕ(H) � 0, as shown in Figure 2. -e c parameter can be
calculated using

c

H
􏼒 􏼓

2
�

1− 2]s( 􏼁

2 1− ]s( 􏼁
·

􏽒
+∞
−∞ 􏽒

+∞
−∞ (∇w)2 dx dy

􏽒
+∞
−∞ 􏽒

+∞
−∞ w2 dx dy

. (11)

Equation (9) indicates that the soil parameters (k and 2t)
are calculated based on the material properties and mode
shape function (φ(z)). Also, it is necessary to compute the c

parameter to calculate the mode shape function. It is nec-
essary to know the soil vertical surface displacements ob-
tained from the structural analysis to calculate the c

parameter. So, it can be stated that k, 2t, ϕ, c, and w are
interdependent. -at is why the analysis requires an iterative
procedure. For this purpose, a computer program is coded in
MATLAB interacting with SAP2000 structural analysis
program via OAPI (open application programming in-
terface) to perform this iterative procedure in the three-
parameter foundation model.

bfck

dcl

tfl

B2

B1

bfbk

b′fbk

Figure 1: Beam-to-column connection geometric constraints.
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Using the coded program, a soil model is generated such
that the soil reaction modulus k is represented by elastic area
springs. -e interaction between springs is taken into ac-
count using shell elements connecting the top of springs.-e
soil shell element with one degree of freedom at each node
reflects only shear behavior of the soil. -e c parameter is
computed numerically in the coded program using the
vertical displacements of soil shell elements. To determine
the soil parameters iteratively, c � 1 is assumed initially and
k and 2t values are calculated. -en, the structural model is
analyzed using SAP2000, and the soil surface vertical dis-
placements are retrieved to compute a new c value. -e
difference between successive values of c is calculated and
checked whether it is within a prescribed tolerance or not. If
it is smaller than the tolerance, the iteration is terminated.
Otherwise, the next iteration is performed, and the pro-
cedure is repeated until the convergence is fulfilled.

4. Optimization Algorithms

4.1. Harmony Search Algorithm. Harmony search (HS) al-
gorithm method is developed by Lee and Geem [3] and
mimics improvisation procedures of musical harmony. It
consists of three basic procedures. Operations are conducted
by the harmony memory (HM) matrix. In the first step, HM
is randomly and automatically filled by the program coded
inMATLAB.-e form of harmonymemorymatrix is shown
as follows:

H �

x1
1 x1

2 · · · x1
n−1 x1

n

x2
1 x2

2 · · · x2
n−1 x2

n

⋮ ⋮ ⋮ ⋮ ⋮

xHMS−1
1 xHMS−1

2 · · · xHMS−1
n−1 xHMS−1

n

xHMS
1 xHMS

2 · · · xHMS
n−1 xHMS

n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

→

→

→

→

→

φ x1( 􏼁

φ x2( 􏼁

⋮

φ xHMS−1( 􏼁

φ xHMS( 􏼁

,

(12)

where x
j

i is the ith design variable of the jth solution vector, n
is the total number of design variables, φ(xj) is the jth
objective function value, and HMS (harmony memory size)
indicates a specified number of solutions. In the harmony
memory matrix, each row presents design variables.

In the second step, the objective function values
(φ(x1),φ(x2) · · ·φ(xHMS−1),φ(xHMS)) of solution vectors in
the harmony memory matrix are determined. In the third
step, a new solution vector (xnh � [xnh

1 , xnh
2 , . . . , xnh

n ]) is
prepared by selecting each design variable from either the
harmony memory matrix or the entire section list Xsl.
Harmony memory consideration rate (HMCR) is applied
as follows:

xnh
i ∈ x1

i , x2
i , . . . , xHMS

i 􏼉 with probability of HMCR􏼈

xnh
i ∈ Xsl with probability of (1−HMCR).

(13)

Also, the new value of the design variable selected from
the harmony memory matrix is checked whether this value
should be pitch adjusted or not depending on the pitch
adjustment ratio (PAR). -is decision is determined as
follows:

Yes, with probability of PAR

No, with probability of 1−PAR.
(14)

Detailed information about the HS algorithm can be
found in the literature [3, 8, 9, 23].

4.2.Teaching-Learning-BasedOptimization. Teaching-learning-
based optimization (TLBO) was developed by Rao et al. [35].
-is method mimics teaching and learning processes be-
tween a teacher and students in classroom. -e person
having the highest information in the class is selected as
a teacher. -e teacher gives his/her information to the other

Frame

Raft

Soil

ϕ(0) = 1

ϕ(z)

ϕ(H) = 0

(a)

Shear layer

Spring

(b)

Figure 2: A space frame on three-parameter elastic foundation. (a) 3D frame on elastic subsoil. (b) Mathematical model.
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people (students) in the class. -ese procedures provide
suitable solutions in structural optimizations. -e teaching-
learning-based optimization method consists of two basic
steps such as teaching and learning. In the first step, the
teaching step, the first population (class) is randomly filled in
the matrix form presented as follows:

class(population) �

x1
1 x1

2 · · · x1
n−1 x1

n

x2
1 x2

2 · · · x2
n−1 x2

n

⋮ ⋮ ⋮ ⋮ ⋮

xS−1
1 xS−1

2 · · · xS−1
n−1 xS−1

n

xS
1 xS

2 · · · xS
n−1 xS

n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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→

f x1( 􏼁

f x2( 􏼁

⋮

f xS−1( 􏼁

f xS( 􏼁

,

(15)

where each row represents a student and gives a design
solution, S is the population size (the number of students), n

is the number of design variables, and f(x1,2,...,S) is the
unconstrained objective function value of each student in
the class.-e student in a class having the best information is
selected as a teacher of the class. His or her objective
function value is the minimum in the class. -e information
update of students in the class is carried out with the help of
the teacher as follows:

x
new,i

� x
i
+ r xteacher −TFxmean( 􏼁, (16)

where xnew,i is the new student, xi is the current student, r is
a random number in the range [0,1], and TF, a teaching
factor, is either 1 or 2. xmean is the mean of the class defined
as xmean � (mean(x1)....mean(xS)). If the new student has
better information (f(xnew,i)), the new student is replaced
with the current student. In the second step, the learning step,
information is shared between students. -is step is similar to
the first step. If the new student presents a better information,
he/she is replaced with the current student. -e information
update of students in the class is carried out as follows:

if f xi( 􏼁<f xj( 􏼁⇒xnew,i � xi + r xi − xj( 􏼁,

if f xi( 􏼁>f xj( 􏼁⇒xnew,i � xi + r xj − xi( 􏼁.
(17)

-e detailed information about the TLBO algorithm can
be obtained from [13, 15, 16, 20, 24, 35]. -e flowchart of
processes in MATLAB-SAP2000 OAPI developed to get
optimum solutions is presented in Figure 3.

5. Design Example

A 10-storey braced steel space frame example taken from
literature [36] is studied considering four different types of

Determine new soil
parameters γ, k, and 2t

Is the convergence
criteria satisfied? 

Calculate the objective
value of

each corresponding
structural model 

Check convergence
criteria.

Is it satisfied? 

Present results 

Prepare the next
group of solution

vectors 

Data feed
(W profile sections

and soil parameters)
Determine the values
of k and 2t for gamma

(γ) = 1

Result retrieval
(deflections)

Data feed
(new soil parameters)

No

Yes

Analyze the structural
model for new soil

parameters 

SAP2000 OAPI
Yes

Get analysis results
(element number and

sections) Result retrieval
(element number and

sections) 

No

MATLAB OAPI SAP2000

Create and analyze
the corresponding

structural model and
determine deflections

Start with initial data
and create the first group 

of solution vectors 

Figure 3: Flowchart for the optimum design algorithm by HS and TLBO for space frames on elastic foundation.
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bracing such as X, V, Z, and eccentric V. -e behavior of the
frame is investigated with and without considering the effect
of soil-structure interaction. -e frame example is exposed
to wind loads according to ASCE7-05 [31] in addition
to dead, live, and snow loads. Optimum cross sections are
practically selected from a predefined list of 128W profiles
taken from AISC. -e stress constraints according to AISC-
ASD [32], maximum lateral displacement constraint
(H/400), interstorey drift constraint (h/400), and beam-to-
column geometric constraints are subjected to the optimum
design of the braced steel space frames. In the analyses, the
steel modulus of elasticity, E, and yield stress, Fy, are taken as

CC OCI OCI CC

OB OB OB

IB IB OB

IC IB IC IB OCs

Y
X IB OB

IC IB OCs

OB

3×20 ft (6.10 m)
=60 ft (18.29 m)

3×15 ft (4.57 m)
=45 ft (13.72 m)

Figure 4: Typical plane view of a 10-storey steel frame.

Figure 5: -ree dimensional view of a V-braced frame.

Table 1: Gravity loading on beams of roof and floors [36].

Beam type Outer span
beams (kN/m)

Inner span
beams (kN/m)

Long span floor beams 9.79 19.59
Short span floor beams 8.04 16.07
Long span roof beams 6.75 13.50
Short span floor beams 5.54 11.07

Table 2: Wind loads calculated for the 10-storey braced frame [36].

Floor

X-direction Y-direction
Distributed
windward

force (kN/m)

Distributed
leeward

force (kN/m)

Distributed
windward

force (kN/m)

Distributed
leeward

force (kN/m)
1 2.33 2.32 2.33 2.63
2 2.66 2.32 2.66 2.63
3 2.99 2.32 2.99 2.63
4 3.24 2.32 3.24 2.63
5 3.46 2.32 3.46 2.63
6 3.64 2.32 3.64 2.63
7 3.81 2.32 3.81 2.63
8 3.95 2.32 3.95 2.63
9 4.09 2.32 4.09 2.63
10 2.11 1.16 2.11 1.32

(a)

(b)

Figure 6: 2D view of the X-braced steel space frame without and
with soil-structure interaction. (a) -e case without soil-structure
interaction. (b) -e case with soil-structure interaction.
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29000 ksi (203,893.6MPa) and 36 ksi (253.1MPa), re-
spectively. Figure 4 shows the typical plane view of a 10-
storey steel frame. Also, Figure 5 represents the three di-
mensional view of a V-braced frame. Each storey has
a height of 3.66m (12 ft). Modulus of elasticity for the
concrete is taken as 32,000,000 kN/m2, Poisson’s ratio is 0.2,
and weight per unit volume is 25 kN/m3.

All floors excluding the roof are exposed to a dead load of
2.88 kN/m2 and a live load of 2.39 kN/m2. -e roof floor is
exposed to a dead load of 2.88 kN/m2 and a snow load of
0.75 kN/m2. -e total gravity loading on the beams of roof
and floors is tabulated in Table 1 [36]. Wind loads are
applied to the frame according to ASCE7-05 [31]. Wind
loads calculated for the 10-storey braced frame are presented
in Table 2 [36]. Modulus of elasticity of the soil, Es, is taken
to be equal to 80,000 kN/m2. -e depth of the soil stratum to

the rigid base is taken asHs � 20m, and Poisson’s ratio of the
soil is equal to 0.25.

5.1. X-Braced Steel Space Frame. Figure 6 shows the typical
2D view of an X-braced steel space frame without and with
soil-structure interaction. Optimum results of the X-braced
space frame are given in Table 3. Soil parameters for the

Table 4: Soil parameters for 10-storey X-braced steel space frame
on elastic foundation.

Algorithm c k(kN/m3) 2t(kN/m3)

Teaching-learning-based
optimization 4.52365 10882.438 70605.337

Harmony search algorithm 4.51999 10873.807 70661.621

Table 3: Optimum results of the X-braced space frame.

Storeys Member
groups

Literature
research,

Hasancebi [36]

-is study
TLBO without
soil-structure
interaction

TLBO with
soil-structure
interaction

HS without
soil-structure
interaction

HS with
soil-structure
interaction

1-2

CC W16× 36 W8× 24 W8× 28 W8× 35 W8× 31
OCl W12× 65 W21×83 W14× 99 W14× 43 W12× 50
OCs W24× 94 W44× 224 W44× 224 W12× 50 W18× 50
IC W12×120 W14× 74 W16× 89 W18× 97 W18×119
OB W8×18 W8× 24 W10× 26 W8× 24 W8× 24
IB W18× 35 W10× 33 W14× 48 W10× 33 W16× 40
BR W5×19 W8×15 W12×16 W8× 21 W8×15

3-4

CC W10× 33 W8× 28 W8× 28 W14× 48 W10× 60
OCl W10× 54 W12× 87 W10× 49 W10× 33 W12× 65
OCs W12× 72 W10× 49 W12× 53 W24× 68 W24× 76
IC W30× 90 W24× 62 W12× 72 W14× 68 W24× 94
OB W8×18 W12× 30 W8× 24 W18× 50 W18× 50
IB W12× 26 W14× 34 W8× 35 W10× 33 W12× 35
BR W6×15 W12×14 W12×14 W10×15 W6×15

5-6

CC W16× 31 W16× 36 W8× 31 W14× 34 W14× 43
OCl W10× 49 W8× 35 W14× 34 W8× 28 W12× 45
OCs W10× 54 W8× 40 W10× 60 W14× 38 W16× 50
IC W12× 58 W24× 55 W14× 53 W16× 57 W18× 65
OB W8× 21 W16× 36 W10× 30 W10× 30 W10× 30
IB W12× 26 W16× 36 W14× 38 W16× 45 W18× 50
BR W6×15 W10×15 W12×14 W12× 22 W6×15

7-8

CC W16× 26 W8× 24 W12× 53 W10× 45 W10× 45
OCl W10× 49 W8× 31 W10× 49 W12× 45 W12× 45
OCs W10× 49 W10× 54 W12× 53 W10× 45 W14× 48
IC W14× 38 W16× 36 W14× 43 W14× 48 W10× 68
OB W8× 21 W8× 24 W10× 30 W8× 35 W12× 35
IB W12× 26 W14× 34 W18× 40 W10× 33 W10× 33
BR W6× 9 W12×14 W12×14 W12×14 W12×14

9-10

CC W12× 26 W8× 28 W8× 24 W8× 31 W12× 40
OCl W8× 31 W10× 49 W14× 30 W10× 33 W14× 53
OCs W8× 40 W8× 31 W12× 40 W14× 30 W14× 30
IC W8× 28 W12× 30 W12× 40 W16× 36 W12× 45
OB W8×18 W8× 24 W8× 24 W21×44 W8× 24
IB W12× 30 W21×44 W10× 33 W16× 36 W10× 39
BR W6× 9 W10×15 W10×15 W12×14 W12×14

Weight (kN) 1092.91 1170.03 1217.91 1201.13 1265.50
Maximum lateral displacement (cm) — 6.36 7.59 7.92 8.29
Interstorey drift (cm) — 0.81 0.91 0.915 0.915
Maximum settlement (cm) — — −0.657 — −0.670

Advances in Civil Engineering 7
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Figure 7: Settlements of soil surface for the X-braced steel space frame with two different algorithm methods (cm). (a) TLBO. (b) HS.
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Figure 8: Design histories of the 10-storey X-braced steel space frame. I: HS with soil-structure interaction; II: TLBO with soil-structure
interaction; III: HS without soil-structure interaction; IV: TLBO without soil-structure interaction.

(a) (b)

Figure 9: 2D view of the V-braced steel space frame without and with soil-structure interaction. (a) -e case without soil-structure
interaction. (b) -e case with soil-structure interaction.
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space frame on elastic foundation are presented in Table 4.
Moreover, Figures 7 and 8 display settlements of the soil
surface for two different algorithm methods and design
histories of optimum solutions, respectively.

5.2. V-Braced Steel Space Frame. Figure 9 shows the typical
2D view of a V-braced steel space frame without and with
soil-structure interaction. Optimum results of the V-braced

space frame are shown in Table 5. Soil parameters for the
space frame on elastic foundation are given in Table 6. Also,
Figures 10 and 11 show the soil surface settlements obtained
using two different algorithms and design histories of op-
timum solutions, respectively.

5.3. Z-Braced Steel Space Frame. Figure 12 represents the 2D
side view of a Z-braced steel space frame without and with

Table 5: Optimum results of the V-braced space frame.

Storeys Member
groups

Literature
research,

Hasancebi [36]

-is study
TLBO without
soil-structure
interaction

TLBO with
soil-structure
interaction

HS without
soil-structure
interaction

HS with
soil-structure
interaction

1-2

CC W8× 28 W8× 31 W8× 28 W8× 28
OCl W14× 43 W16× 67 W16× 50 W12× 50
OCs W44× 224 W27×161 W16× 67 W18×106
IC W10× 88 W18×106 W18×106 W14×132
OB W8× 28 W14× 34 W8× 24 W8× 24
IB W10× 33 W10× 33 W8× 35 W10× 33
BR W12×14 W6×15 W8× 21 W12×14

3-4

CC W8× 24 W8× 24 W8× 31 W8× 24
OCl W12× 45 W10× 49 W12× 35 W21×44
OCs W10× 45 W18× 86 W10× 45 W16× 40
IC W21×62 W21×68 W14× 68 W18× 65
OB W8× 24 W10× 30 W8× 24 W8× 24
IB W12× 35 W8× 35 W12× 35 W16× 40
BR W5×16 W8× 21 W14× 22 W10× 26

5-6

CC W12× 30 W8× 24 W10× 39 W10× 33
OCl W14× 34 W8× 31 W16× 36 W16× 36
OCs W18× 46 W14× 48 W18× 55 W18× 50
IC W12× 50 W18× 55 W24× 55 W21×62
OB W10× 30 W8× 24 W14× 38 W14× 38
IB W8× 35 W16× 36 W14× 38 W18× 50
BR W10×15 W12×19 W12× 22 W6×15

7-8

CC W8× 28 W8× 24 W14× 53 W16× 77
OCl W8× 28 W8× 35 W12× 45 W8× 35
OCs W8× 24 W12× 30 W10× 45 W8× 35
IC W16× 40 W16× 45 W10× 39 W12× 40
OB W10× 30 W8× 24 W8× 31 W8× 35
IB W16× 36 W14× 34 W10× 33 W18× 40
BR W12×14 W12×16 W8× 21 W12× 22

9-10

CC W12× 30 W8× 28 W14× 48 W12× 40
OCl W10× 33 W8× 24 W8× 35 W8× 40
OCs W8× 31 W8× 24 W8× 35 W8× 35
IC W24× 55 W12× 26 W16× 36 W16× 36
OB W8× 24 W8× 24 W8× 31 W8× 31
IB W16× 36 W18× 40 W14× 34 W16× 36
BR W10×15 W10×15 W12×14 W12×14

Weight (kN) 1082.80 1083.80 1101.27 1118.04 1185.53
Maximum lateral displacement (cm) — 6.93 7.91 8.01 7.99
Interstorey drift (cm) — 0.91 0.91 0.915 0.91
Maximum settlement (cm) — — −0.650 — −0.653

Table 6: Soil parameters for the 10-storey V-braced steel space frame on elastic foundation.

Algorithm c k(kN/m3) 2t(kN/m3)

Teaching-learning-based optimization 4.70318 11306.947 67945.018
Harmony search algorithm 4.70957 11322.086 67853.886
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soil-structure interaction. Optimum results of the Z-braced
space frame are presented in Table 7. Soil parameters for the
space frame on elastic foundation are given in Table 8.
Moreover, Figures 13 and 14 represent settlements of the soil
surface carried out with two different algorithm methods
and design histories of optimum solutions, respectively.

5.4. Eccentric V-Braced Steel Space Frame. Figure 15 shows
the 2D side view of an eccentric V-braced steel space frame
without and with soil-structure interaction. -e braces are
connected to the beam from one-third of the beam length.
Optimum results of the eccentric V-braced space frame are
presented in Table 9. Soil parameters for the space frame on
elastic foundation are presented in Table 10. Moreover,

–700 –646 –592 –538 –485 –431 –377 –323 –269 –215 –162 –108 –54 0 E – 3

(a)

–700 –646 –592 –538 –485 –431 –377 –323 –269 –215 –162 –108 –54 0 E – 3

(b)

Figure 10: Settlements of soil surface for the V-braced steel space
frame with two different algorithmmethods (cm). (a) TLBO. (b) HS.
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Figure 11: Design histories of the 10-storey V-braced steel space
frame. I: HS with soil-structure interaction; II: HS without soil-
structure interaction; III: TLBO with soil-structure interaction; IV:
TLBO without soil-structure interaction.

(a)

(b)

Figure 12: 2D view of the Z-braced steel space frame without and
with soil-structure interaction. (a) -e case without soil-structure
interaction. (b) -e case with soil-structure interaction.
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Figures 16 and 17 show settlements of the soil surface carried
out with two different algorithm methods and design his-
tories of optimum solutions, respectively.

It is observed from Tables 3, 5, and 7 that the minimum
weights of the braced frames for the case without soil-
structure interaction are very similar to the ones available
in literature research [36]. In this study, the V-braced

type provides the lowest steel weight of 1083.80 kN by
using teaching-learning-based optimization. Z-braced
and X-braced types provide the second and third low
weights, 1095.27 kN and 1170.03, respectively. Moreover,
the minimum weight of the eccentric V-braced frame,
1275.01 kN, is nearly 15%, 14.1%, and 8.2% heavier than
the minimum steel weights of the V-, Z-, and X-braced
frames, respectively. On the other hand, harmony search
algorithm presents 2.6–4.7% heavier minimum steel weights
than the ones obtained from teaching-learning-based opti-
mization for the case without soil-structure interaction. -e
tables including optimum results also show that the value of
interstorey drift is very close to the limit value (h/400).
-erefore, the displacement constraints play very crucial
roles in the optimum design of the braced frames. Five

Table 7: Optimum results of the Z-braced space frame.

Storeys Member
groups

Literature
research,

Hasancebi [36]

-is study
TLBO without
soil-structure
interaction

TLBO with
soil-structure
interaction

HS without
soil-structure
interaction

HS with
soil-structure
interaction

1-2

CC W8× 31 W8× 31 W8× 35 W8× 31
OCl W21×83 W16× 67 W12× 65 W10× 68
OCs W24×103 W30×108 W14×132 W30×108
IC W12×106 W14× 99 W18×106 W14×109
OB W8× 24 W8× 24 W8× 24 W8× 28
IB W10× 33 W12× 35 W12× 35 W14× 43
BR W6×15 W8× 24 W12× 30 W8×15

3-4

CC W10× 54 W8× 35 W16× 36 W14× 30
OCl W10× 49 W14× 90 W12× 35 W12× 65
OCs W14× 74 W30×108 W12× 72 W18× 55
IC W14× 74 W21×68 W16× 77 W21×73
OB W16× 36 W8× 24 W8× 24 W8× 24
IB W16× 40 W12× 35 W12× 35 W14× 38
BR W5×16 W12×16 W12×19 W8× 24

5-6

CC W8× 24 W8× 31 W8× 35 W8× 31
OCl W8× 31 W10× 49 W10× 54 W8× 35
OCs W24× 55 W16× 45 W16× 50 W21×68
IC W18× 65 W24× 55 W18× 60 W24× 62
OB W8× 24 W16× 36 W12× 30 W16× 36
IB W14× 38 W14× 34 W12× 35 W14× 34
BR W8×15 W12× 22 W6×15 W8× 28

7-8

CC W8× 24 W8× 24 W8× 31 W8× 40
OCl W10× 49 W8× 31 W14× 48 W12× 35
OCs W18× 35 W14× 43 W16× 36 W14× 48
IC W18× 50 W16× 40 W12× 40 W27× 84
OB W10× 30 W8× 24 W16× 36 W12× 35
IB W12× 35 W14× 34 W10× 33 W10× 33
BR W12×14 W10×15 W12×14 W10×15

9-10

CC W8× 31 W8× 31 W14× 34 W8× 31
OCl W10× 26 W8× 35 W10× 33 W14× 30
OCs W12× 26 W8× 40 W10× 33 W10× 33
IC W14× 43 W14× 34 W12× 45 W12× 45
OB W10× 26 W24× 55 W14× 34 W14× 30
IB W10× 33 W14× 34 W16× 36 W16× 36
BR W12×14 W12×14 W12×14 W12×14

Weight (kN) 1058.90 1095.27 1151.40 1124.00 1166.02
Maximum lateral displacement (cm) — 7.98 7.84 7.21 8.19
Interstorey drift (cm) — 0.91 0.915 0.915 0.915
Maximum settlement (cm) — — −0.660 — −0.669

Table 8: Soil parameters for the 10-storey Z-braced steel space
frame on elastic foundation.

Algorithm methods c k(kN/m3) 2t(kN/m3)

Teaching-learning-based
optimization 4.52586 10887.654 70571.370

Harmony search algorithm 4.50073 10828.379 70959.363
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independent runs are performed for each braced type for the
case without soil-structure interaction.

In the case with soil-structure interaction, the minimum
weights of all braced frames increased depending on set-
tlements on the soil surfaces. It is observed from Tables 4, 6,
8, and 10 that the soil parameters of 10-storey braced steel
frames on elastic foundation are similar for all cases. -e
minimum steel weights are mostly obtained by teaching-
learning-based optimization. For the X-braced frame, the
minimum weight obtained by TLBO for the case with soil-
structure interaction is 4.01% heavier than the weight of the
frame excluding soil-structure interaction. -is ratio is
5.32% for the harmony search algorithm. Moreover, set-
tlement values on the soil surfaces are nearly −0.66 cm as
seen in Figure 7. For the V-braced frame including soil-
structure interaction, TLBO and HS present 1.66 and 5.9%
heavier weights, respectively. -e settlements in this braced
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Figure 13: Settlements of soil surface for the Z-braced steel space
frame with two different algorithmmethods (cm). (a) TLBO. (b) HS.
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Figure 14: Design histories of the 10-storey Z-braced steel space
frame. I: HS with soil-structure interaction; II: TLBO with soil-
structure interaction; III: HS without soil-structure interaction; IV:
TLBO without soil-structure interaction.

(a)

(b)

Figure 15: 2D view of the eccentric V-braced steel space frame
without and with soil-structure interaction. (a) -e case without
soil-structure interaction. (b) -e case with soil-structure
interaction.
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frame are nearly −0.65 cm as given in Figure 10. For the
Z-braced frame with soil-structure interaction, the mini-
mum weights obtained are 5.11% and 3.73% heavier by
using TLBO and HS, respectively. -e settlements in this
braced frame are similar to the ones of the other braced
frames. For the eccentric V-braced frame with soil-structure
interaction, the minimum steel weights obtained are 6.27 and
7.94% heavier by using TLBO andHS, respectively.Moreover,

the convergences of optimum solutions with iteration steps are
seen in Figures 8, 11, 13, and 17 in detail.

6. Summary and Conclusions

In this study, the optimum design of a 10-storey steel space
frame braced with X, V, Z, and eccentric V-shaped bracings
including soil-structure interaction is investigated. Opti-
mum solutions are obtained using two different meta-
heuristic algorithm methods: teaching-learning-based
optimization (TLBO) and harmony search (HS). For this
purpose, a code is developed in MATLAB computer pro-
gram incorporated with SAP2000-OAPI (open applica-
tion programming interface). Required cross sections are
automatically selected from a list of 128W profiles taken
from AISC (American Institute of Steel Construction). -e

Table 9: Optimum results of the eccentric V-braced space frame.

Storeys Member
groups

-is study
TLBO without
soil-structure
interaction

TLBO with
soil-structure
interaction

HS without
soil-structure
interaction

HS with
soil-structure
interaction

1-2

CC W24× 68 W14×14 W14×14 W10×10
OCl W24× 24 W12×12 W14×14 W12×12
OCs W36× 36 W14×14 W10×10 W40× 40
IC W14×14 W10×10 W18×18 W12×12
OB W10×10 W18×18 W18×18 W16×16
IB W18×18 W16×16 W8× 8 W16×16
BR W10×10 W16×16 W10×10 W8× 8

3-4

CC W10×10 W12×12 W18×18 W14×14
OCl W12×12 W12×12 W14×14 W12×12
OCs W10×10 W12×12 W12×12 W21×21
IC W27× 27 W14×14 W14×14 W14×14
OB W18×18 W16×16 W16×16 W16×16
IB W12×12 W24× 24 W10×10 W16×16
BR W12×12 W10×10 W10×10 W12×12

5-6

CC W12×12 W12×12 W16×16 W10×10
OCl W12×12 W10×10 W12×12 W8× 8
OCs W24× 24 W12×12 W12×12 W12×12
IC W14×14 W16×16 W24× 24 W24× 24
OB W18×18 W12×12 W14×14 W16×16
IB W14×14 W24× 24 W16×16 W14×14
BR W10×10 W6× 6 W12×12 W6× 6

7-8

CC W10×10 W12×12 W8× 8 W14×14
OCl W16×16 W8× 8 W12×12 W12×12
OCs W10×10 W8× 8 W16×16 W14×14
IC W10×10 W18×18 W10×10 W10×10
OB W12×12 W8× 8 W16×16 W8× 8
IB W14×14 W14×14 W10×10 W10×10
BR W12×12 W12×12 W12×12 W12×12

9-10

CC W12×12 W8× 8 W14×14 W14×14
OCl W8× 8 W10×10 W10×10 W8× 8
OCs W8× 8 W12×12 W10×10 W10×10
IC W14×14 W10×10 W14×14 W12×12
OB W8× 8 W8× 8 W10×10 W14×14
IB W12×12 W10×10 W14×14 W10×10
BR W10×10 W12×12 W12×12 W6× 6

Weight (kN) 1275.01 1355.05 1335.23 1441.58
Maximum lateral displacement (cm) 7.76 8.09 7.51 7.66
Interstorey drift (cm) 0.91 0.915 0.91 0.915
Maximum settlement (cm) — −0.609 — −0.609

Table 10: Soil parameters for the 10-storey eccentric V-braced steel
space frame on elastic foundation.

Algorithm c k(kN/m3) 2t(kN/m3)

Teaching-learning-based
optimization 5.04545 12120.214 63375.683

Harmony search algorithm 5.01478 12047.186 63760.516
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frame model is exposed to wind loads according to ASCE7-
05 in addition to dead, live, and snow loads. -e stress
constraints in accordance with AISC-ASD (American In-
stitute of Steel Construction-Allowable Stress Design),
maximum lateral displacement constraints, interstorey
drift constraints, and beam-to-column connection con-
straints are applied in analyses. A three-parameter
Vlasov elastic foundation model is used to consider the
soil-structure interaction effect. -e summary of the results
obtained in this study are briefly listed below:

(i) It is observed from analyses that the minimum
weight of the space frame varies by the types of
bracing. -e lowest steel weight, 1083.80 kN, is
obtained for the V-braced steel frame by using
TLBO. Z-braced and X-braced types provide the

second and third low weights, 1095.27 kN and
1170.03, respectively. -ese results are similar to the
ones available in literature [36]. -e heaviest among
them is the minimum weight of the eccentric
V-braced frame, 1275.01 kN.

(ii) Harmony search algorithm presents 2.6–4.7%
heavier steel weights than the ones obtained from
teaching-learning-based optimization for the
frames without soil-structure interaction. Although
the lighter analysis results are obtained in TLBO,
a representative structure model in TLBO is ana-
lyzed twice in an iteration step by SAP2000 pro-
gramming. On the other hand, it is enough to
analyze the system once in HS. -is situation re-
quires longer time for the analysis in TLBO.

(iii) Interstorey drift values are very close to its limit
value of 0.915 cm (h/400). -erefore, the constraints
are important determinants of the optimum design
of the braced frames.

(iv) Consideration of soil-structure interaction results in
heavier steel weight. For the X-braced frame in-
cluding soil-structure interaction, the minimum
weights are obtained to be 4.01 and 5.32% heavier by
using TLBO and HS, respectively. For the V-braced
frame, these values are calculated to be 1.66 and 5.9%
heavier, respectively. For the Z-braced frame, these
values are obtained to be 5.11% and 3.73% heavier,
respectively. Moreover, for the eccentric V-braced
frame, the minimum weights are obtained to be 6.27
and 7.94% heavier by these algorithm methods.

(v) Settlement values on the soil surfaces are nearly
0.61–0.67 cm for all braced frames.

(vi) Finally, the techniques used in optimizations seem
to be quite suitable for practical applications. An
adaptive setting for the parameters will be very
useful and user-friendly especially for the structures
with a large number of members as in the case here.
-is will be considered in future studies.
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Figure 16: Settlements of soil surface for the eccentric V-braced
steel space frame with two different algorithm methods (cm). (a)
TLBO. (b) HS.
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Figure 17: Design histories of the 10-storey eccentric V-braced
steel space frame. I: HS with soil-structure interaction; II: TLBO
with soil-structure interaction; III: HS without soil-structure in-
teraction; IV: TLBO without soil-structure interaction.
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[19] O. Hasançebi and S. Çarbaş, “Bat inspired algorithm for
discrete size optimization of steel frames,” Advances in En-
gineering Software, vol. 67, pp. 173–185, 2014.

[20] T. Dede, “Application of teaching-learning-based-optimization
algorithm for the discrete optimization of truss structures,”
KSCE Journal of Civil Engineering, vol. 18, no. 6, pp. 1759–
1767, 2014.

[21] S. K. Azad and O. Hasancebi, “Discrete sizing optimization of
steel trusses under multiple displacement constraints and load
case using guided stochastic search technique,” Structural and
Multidisciplinary Optimization, vol. 52, no. 2, pp. 383–404,
2015.
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Optimal rule curves are necessary guidelines in the reservoir operation that have been used to assess performance of any reservoir
to satisfy water supply, irrigation, industrial, hydropower, and environmental conservation requirements. )is study applied the
conditional genetic algorithm (CGA) and the conditional tabu search algorithm (CTSA) technique to connect with the reservoir
simulation model in order to search optimal reservoir rule curves. )e Ubolrat Reservoir located in the northeast region of
)ailand was an illustrative application including historic monthly in5ow, future in5ow generated by the SWAT hydrological
model using 50-year future climate data from the PRECIS regional climate model in case of B2 emission scenario by IPCC SRES,
water demand, hydrologic data, and physical reservoir data. )e future and synthetic in5ow data of reservoirs were used to
simulate reservoir system for evaluating water situation.)e situations of water shortage and excess water were shown in terms of
frequency magnitude and duration.)e results have shown that the optimal rule curves from CGA and CTSA connected with the
simulation model can mitigate drought and 5ood situations than the existing rule curves. )e optimal future rule curves were
more suitable for future situations than the other rule curves.

1. Introduction

Nowadays, water resource issues have become more com-
plex, which is related to global climate change and land-use
change due to population and economic growth, which are
increasing rapidly. For water resource management, both
demand management site and supply management site are
often required to solve the problems. Improving the res-
ervoir operation for increased e>ciency is another way of
supply management site, which does not require the physical
development of reservoir. Normally, reservoir operation
uses upper and lower rule curves to consider the release of
water from the reservoir responding to downstream de-
mands in long-term operation. )e purpose of the rule
curves for reservoir operation was divided into two main
areas: (i) variation of hydrological conditions [1], such as
precipitation and in5ow that 5ows into the reservoir were
aAected by climate change, and (ii) water allocation for

social, economic, and engineering purposes in downstream
areas has changed due to the population growth and land-
use demand. )e reservoir management agency (such as the
Royal Irrigation Department of )ailand) needs to plan in
advance the appropriate volume of water in the reservoir (at
each time interval) for storage and release of water for
various purposes [2], including the implementation of the
plan as long as the relevant factors in the future have not
changed from the original. However, if future conditions are
diAerent from those anticipated in the planning phase,
performance may diAer from planned to minimize water
shortage or over5ow. )e rule curve assumptions are based
on maintaining the water level (or volume of water) in the
reservoir to appropriate the changing hydrological situation
[3] and downstream water allocation (according to the time
period, which is generally one year). )e main purpose is to
avoid the risk of water shortages and 5oods in the reservoir
and downstream areas. During the dry season, reservoirs
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need to maintain water volume to reduce the risk of water
levels lower thanminimum storage. During the rainy season,
the reservoir must release water to reduce the storage vol-
ume, which can support the precipitation and in5ow that
5ows into the reservoir. )is also includes prevention of
over5ow situation in the reservoir [4]. )e reservoir rule
curves have been improved to provide the optimal solution
for long-term operation. Typically, reservoir operating system
has been large and complex, especially in watershed areas
having both drought and 5ood situations [5].

To search optimal rule curves of the reservoir is a non-
linear optimization problem. )ere are many optimization
techniques that are applied to connect with the reservoir
simulation model for searching optimal rule curves such as
dynamic programming (DP), genetic algorithm (GA), and
simulated annealing algorithm (SA) [6–10]. )ose obtained
rule curves are eAectively applied for each area. However,
these new optimization techniques have not been applied to
Hnd the optimal rule curves like the tabu search technique.

In the last decades, there are many alternative algorithms
to solve complex computational problems. Tabu search is
a heuristic procedure designed for solving optimization
problems. It has been successfully applied to many engi-
neering Helds such as industrial engineering, electrical en-
gineering, civil engineering, and water resources engineering
[11, 12]. Tabu search is a very aggressive heuristic for over-
coming local optima and searching for global optimality by
exploring other regions of the solution space. Its e>ciency
depends on the Hne-tuning of some parameters [13–15].

)is study proposed a conditional tabu search algorithm
(CTSA) to connect with the simulation model for searching
the optimal reservoir rule curves. A minimum average water
shortage was used as the objective function for the searching
procedure.)e proposedmodel has been applied to determine
the optimal rule curves of the Ubolrat Reservoir in the
northeast region of)ailand with the historic monthly in5ow,
future in5ow under scenario B2, water demand, hydrologic
data, and physical reservoir data. Comparison of the condi-
tional genetic algorithm (CGA) and the CTSA was shown to
demonstrate the eAectiveness of the proposed CTSA model.

2. Methodology

2.1. Future In)ow into the Ubolrat Reservoir. )e develop-
ment of the optimal future rule curves will use data from the
future in5ow 5owing into the Ubolrat Reservoir considering
the eAects of climate change using the PRECIS model. )us,
the future in5ow will be produced using the SWAT hy-
drological model. For the future climate data in the study
area, PRECIS is a regional climate model, based on the
development of ECHAM4 model, displaying the data as
“grid” with high solution of 22× 22 km2 [16]. )e data
recorded during 1997–2014 were used as a baseline to predict
those for 2015 to 2064. )ese data present the precipitation
and maximum and minimum temperatures.

Because of the Ubolrat Reservoir and the study area
located in northeastern )ailand, most of the economic
characteristics are generated by the sale of major agricultural
products, such as rice and sugarcane, which require water for

cultivation during the rainy season as the primary source.
)e expansion of most urban areas in the region is slow.
)erefore, this study has chosen the appropriate greenhouse
gas emission projection model based on the model of so-
cioeconomic development, population growth, and tech-
nology of the study area according to the IPCC SRES,
with emphasis on regional development for the emission
scenario B2—prediction of lower population growth than
A2, moderate-level economic development, and oriented
toward environmental protection [17].

SWAT (Soil and Water Assessment Tool) [18] is a
semidistributed hydrological model developed for the
measurement of the in5ow, sediment, and water quality
under the climate and land-use changes [19]. SWAT can be
used to continually measure the daily in5ow and deHne
a longer period of time in the future. It can also connect and
import the spatial data from the Geographic Information
System (GIS) in order to evaluate the in5ow.)e spatial data
and SWAT performance evaluation are presented in Table 1.

)e accuracy of the SWAT results can be evaluated by
comparing the simulated data with that recorded data from
the observation station (i.e., Ubolrat Reservoir). )ree
variables including R2 (coe>cient of determination), RE
(relative error), and Ens (Nash-SutcliAe simulation e>-
ciency) were considered as the key indicator of the accuracy.
In general, SWATneeds to modify the value of hydrological
parameters for the model calibration and validation [20].
In this study, 8 parameter values were used including
Alpha_BF, Gwqmn, Gw_Revap, Sol_Awc, Epco, Esco,
Ch_N2, and Gw_delay. )en, the SWAT with adjusted
sensitivity parameters was optimized (calculated results are
close to the observed data); it was considered to be suitable
for calculating the future in5ow. Later, the daily future
climate data from PRECIS that had been downscaled were
classiHed into 50 years in future periods; the processes of
model setup are shown in Figure 1.

2.2. Reservoir OperationModel. Reservoir system comprises
available water that 5ows from upstream into the reservoir
and multipurpose downstream demand. )e reservoir op-
eration is performed using water usage criteria release,
operating policies, and reservoir rule curves with monthly

Table 1: Spatial data and observed in5ow data for SWAT per-
formance evaluation.

Data types Period Scale Source
Spatial data (model input)
DEM 2011 30× 30m

Land Development
Department, )ailand

River map 2011 1 : 50,000
Soil types 2011 1 : 50,000
Land use map 2014 30× 30m

Climate 1997–2014 Daily )ai Meteorological
Department, )ailand

Observed in5ow (model performance assessment)

Ubolrat Dam 1997–2014 Daily Electricity Generating
Authority of )ailand
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data for long-term period. A reservoir operation model was
constructed on the concept of water balance, and it can be
used to simulate reservoir operation eAectively. )e reser-
voir operating policies are based on the monthly rule curves
of individual reservoirs and the principles of water balance
equation under the reservoir simulation model. )e existing
standard operating policies used for the reservoir rule curves
operation are presented in Figure 2.)e y-axis is deHning the
total water released, and the x-axis is deHning the available
water.)e available water is represented as the total of in5ow

and starting point of storage in the reservoir during the
period. In case of where demand is constant, water is not
conserved for future demand, and if the available water is
less than water demand, all of water in the reservoir is re-
leased and the reservoir is emptied [21]. At the point P1, the
available water is equal to the water demand, and at the point
P2, the available water is the total of reservoir capacity and
water demand. If the available storage is between P1 and P2,
water release is equal to water demand. )e line between P0
and P1 makes the ratio of 1 : 1 (45°) [22]. On the other hand,
if the available water exceeds the sum of active storage and
water demand, the reservoir will release the excess spilled
[23]. In addition, the standard operating policies can also be
calculated from

R],τ �

Dτ +W],τ −yτ for W],τ ≥yτ +Dτ
Dτ for xτ ≤W],τ <yτ +Dτ
Dτ +W],τ − xτ for xτ −Dτ ≤W],τ <xτ
0 otherwise,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

where R],τ is the released water from the reservoir during
year ] and period τ (τ �1 to 12, representing January to
December), Dτ is the water demand of month τ; xτ is
the lower rule curve of month τ; yτ is the upper rule curve
of month τ, and W],τ is the available water calculating by
a simple water balance, as described in

W],τ � S],τ + Q],τ −R],τ −Eτ −DS, (2)

where S],τ is the stored water at the end of month τ; Q],τ
is the monthly in5ow to reservoir, Eτ is the average value of
evaporation loss, and DS is the minimum reservoir storage
capacity (the capacity of dead storage).

In (2) and Figure 2, if available water is in the range of the
upper and lower rule levels, then demands are satisHed in
full. If available water is over the top of the upper rule level,
then the water is spilled from the reservoir in downstream
river in order to maintain water level at the upper rule level.
If available water is under the bottom of the lower rules level,
a reduction of water release is performed. )e operating
policy usually reserves the available water (W],τ) for re-
ducing the risk of water shortage in the future, when
0≤W],τ < xτ–Dτ under long-term operation.

)e released water from the reservoir was used to cal-
culate the water shortage and excess water release situations,
which can be expressed as the frequency of failures in a year
and the number of excess water release, as well as the average
annual shortage (as the objective function for searching the
optimal rule curves in this study). )e results were recorded
and used to develop the CTSA model.

2.3. Application of CGA with the Reservoir Simulation Model
for SearchingRuleCurves. )e connection of the CGA to the
reservoir simulation model was as follows. )e CGA re-
quires an encoding format to change the decision variables
into the form of chromosomes. )e CGA, which consists of
selection, crossover, and mutation, is executed. After this
stage, the genetic operations will create new chromosomes.
For this study, each decision variable represents the average
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monthly water storage of the rule curves in the reservoirs,
which are deHned as the upper bound and the lower bound.
After the Hrst set of chromosomes in the initial population
have been calculated (24 decision variables, which consist of
12 values from the upper bound and 12 values from lower
bound situations), the released water will be recalculated by
the reservoir simulation model using these rule curves. Next,
the released water is used to determine the objective function
with the aim of assessing the Htness of the GA. After that, the
reproduction process will create new rule curve values in the
next generation. )is procedure is repeated until the 24
values of rule curves are appropriate.)e CGA and reservoir
simulation model for searching the rule curves are described
in Figure 3.

In this study, the objective function for searching the
optimal reservoir rule curves is the minimum of the average
water shortage (min(avr)) in million cubic meters (MCM) per
year, as shown in

min(avr) �
1
n
∑
n

v�1
Shv, (3)

where n is the total number of considered years and Shv is the
water deHcit during year ] (a year that does not meet 100% of
the target demand).

2.4. Applying Conditional Tabu Search Algorithm for
Searching Rule Curves. )e developed CTSA for searching
rule curves is described as follows. )e CTSA begins with an
initial population {X1, X2, . . ., Xn} created randomly within
the feasible space. With the 24 decision variables (rule curve

variables for both upper and lower), the feasible solution of
the iteration ith is represented as Xi� [xi1, xi2, . . ., xi24]T.
)en, a set of rule curves is used in reservoir simulation, and
the released water is calculated by the simulation model
using these rule curves. Next, the released water is used to
calculate the Htness function to evaluate the feasible solution.
)e Htness function is the minimum of the average water
shortage (Z) subject to constraints on the simulation model
as described in (3).

)en, the process is continued until the termination
criterion is satisHed as described in Figure 4. )is termi-
nation criterion is optimum; it can be expressed by a slight
change in the Htness values (less than 0.10MCM).

2.5. Illustrative Application. )e Ubolrat Basin is a branch
of the Chi Basin located in northeastern )ailand (Figure 5).
It has an area of about 3,282 km2. )e average annual
rainfall is 1,411mm, and the mean annual temperature is
27°C. )e Phong River lies in the middle of the basin. )e
Ubolrat Dam was developed by building an earth core rock
Hll dam across the Phong River with a height of 33m and
crest length of 7,800m. )e normal storage capacity and
average annual in5ow are 2,263MCM and 2,478.591MCM,
respectively. )e objectives of the Ubolrat Dam are irri-
gation, 5ood control, and industrial and domestic water
supply. Schematic diagram of Ubolrat basin is described in
Figure 6.

)e study used CTSA in connection with a reservoir
operation model to Hnd optimal rule curves through the
MATLAB toolbox. )e optimal rule curve can then be
applied to an actual scenario depending on whether the rule
curve can be used to cover every case or event that might
occur. )us, the HEC-4 model was used to create the
synthetic in5ow data into the monthly in5ows as a synthetic
data set of 500 events. )is method was based on the actual
historic monthly in5ow of the Ubolrat Reservoir between
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converged ?
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Figure 4: Applying tabu and reservoir simulation for searching
rule curves.
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Figure 3: Applying CGA and reservoir simulation for searching
rule curves.
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years 1963 and 2014 (50 years) imported to the HEC-4 model
to generate the synthetic in5ow event. (1 event is a repre-
sentative period of 50 years.) )erefore, the monthly in5ow
data are 300,000 values (50 years× 12 months× 500 events).
)en, input synthetic in5ow data were used to assess the
e>ciency of the new rule curves and compare them with the
existing rule curves and also between the CTSA and CGA
model under the same conditions. Further, the new obtained
rule curves from CTSA and CGA model were used to
evaluate with the future situation of B2 scenario [24]. )e
future in5ows to reservoir were created by SWAT model
that considered climate changes [25–28].

3. Results and Discussion

3.1. Future In)ow into the Ubolrat Reservoir. An evaluation
on SWAT accuracy used the data found during 1997–2014
(18 years; 1997–2008 for calibration and 2009–2014 for
validation) for Ubolrat Reservoir station. Practically, 8
parameter values were selected and used to analyze the
5exibility score as the modiHed parameter values of the
5exibility by adjusting the in5ow volume to closely match
with the data from the observed station as presented in
Table 2.

)e in5ow calculated by SWAT and compared with the
data from the two observed station shows the in5ow during
the period of model calibration and validation; meanwhile,
R2, RE, and Ens were satisfactory and accurate as the de-
viation can be accepted as presented in Table 3; the goodness
of Ht of the data was depicted in Figure 7.

)e in5ow at the Ubolrat Reservoir station simulated by
SWAT was divided into 2 phases: (1) baseline in5ow which
is the climate and spatial data recorded during 1997–2014
and (2) future in5ow using the climate data from PRECIS
model resulted during 2015–2064. )e in5ow analysis in-
dicates that an average volume of the baseline in5ow was
2,736MCM and an average volume of the future in5ow was
4,580.5MCM. When comparing those two volumes, it was
noted that the future in5ow seems to be increased
(1,844.5MCM or 40.3% in 50 future years). Figure 8 illus-
trates the annual in5ow simulated by SWAT during 2015–
2064, and Figure 9 depicts the comparative result between
the average baseline in5ow and the average 10-year future
in5ow with increased trend in the future period, most of
which have shown more than 4,000MCM, except the third
period.)is result shows that the future in5ow 5ows into the
Ubolrat Reservoir with increased volume.

3.2. Optimal Historic Rule Curves. )e historic data of in-
5ow, evaporation, water requirement, and monthly rainfall

Figure 5: Location of the Ubolrat Dam.

Water supply and
industrial demand

Ubolratana reservoir

Nong-wei irrigation
project

�e chi river

Nong-wei weir

3 × 8.4 MW

Minimum demand
(environment and etc.)

Figure 6: Schematic diagram of the Ubolrat basin.

Table 2: SWAT sensitivity parameters.

No. Parameter Range Adjusted Values
1 ALPHA_BF 0-1 0.025
2 GWQMN 0–500 0
3 GW_REVAP 0–500 1.25
4 SOL_AWC 0-1 0.28
5 EPCO 0-1 0
6 ESCO 0-1 0.52
7 CH_N2 — 0.035
8 GW_DELAY 0–500 31

Table 3: SWAT performance evaluation index.

Range
Average annual in5ow

(MCM) Assessment index

Observed Simulation R2 RE Ens
Calibration 2,858.8 2,413.1 0.89 15.6 0.80
Validation 1,421.4 1,380.1 0.91 2.3 0.89
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were imported for processing in the CGA connected to the
simulation model and CTSA model, and the optimal rule
curves were obtained. )ese obtained rule curves are plotted
in order to compare them with the existing rule curves as

shown in Figure 10. )ey indicated the optimal upper and
lower rule curves for the CTSA (RC4) compared with the
existing rule curves (RC1) and the rule curves obtained using
CGA (RC2). )e results show that the patterns from the
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existing rule curves and the new rule curves obtained from
the CTSA and CGA are similar.

)e obtained rule curves also indicated that the water
storage levels of the CTSA and CGA lower rule curves are
lower than the existing rule curves during the dry season
(February–June) in order to release more water to reduce
water scarcity. In the middle of rainy season (August–
October), the CTSA and CGA upper curves are higher than
their existing rule curves in order to increase water storage
for next dry season.)is will help alleviate water shortages in
the next year. )ese patterns of the obtained curves are
similar to the pattern of the other reservoirs in )ailand on
the other studies [7, 10] because of seasonal eAect.

3.3. Optimal Future Rule Curves. To Hnd the future rule
curves, the average monthly in5ow for the future period
2015–2064 under the B2 scenario [27] was imported into the

CGA and CTSA model, and then, the optimal future rule
curves were obtained. Figure 7 shows the optimal upper and
lower rule curves of the CGA (RC3) and CTSA (RC5)
compared with the existing rule curves (RC1). )e results
show that the patterns from the existing rule curves and the
new future rule curves obtained from the CGA and CTSA
are similar. )e storage capacity of the upper rule curves of
the CGA (RC3) and CTSA (RC5) were higher than the
existing upper rule curves to reduce the spill water and to
keep the storage capacity full at the end of the rainy season.
)is will help prevent water shortages in the following year.
Whereas, during the dry season (February to June), the
storage capacities of the RC3 and RC5 were lower than the
existing rule curves in order to release more water for al-
leviating the problem of water shortages. )ese rule curve
patterns are similar to those from previous studies on res-
ervoir rule curves in )ailand, which were aAected by the
seasons [7, 10].
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Table 4: Situations of water shortage and excess release of the systems using historic in5ow.

Situations Rule curves Frequency (times/year)
Magnitude (MCM/year) Duration (year)
Average Maximum Average Maximum

Water shortage
RC1 (existing) 0.857 554.918 1,594 6.000 22.000
RC2 (CGA) 0.878 402.633 1,352 8.600 25.000
RC4 (CTSA) 0.959 455.776 1,324 15.667 34.000

Excess release
RC1 (existing) 0.612 578.319 3,323.422 3.000 7.000
RC2 (CGA) 0.408 423.555 2,891.616 2.857 5.000
RC4 (CTSA) 0.469 478.789 3,000.471 2.556 6.000

Table 5: Situations of water shortage of the systems using synthetic in5ow from historic data.

Rule curves Frequency (times/year)
Magnitude (MCM/year) Duration (year)

Average Maximum Average Maximum

RC1 (existing) μ 0.889 532.169 1,482.370 9.573 19.780
σ 0.037 25.134 144.076 3.414 6.538

RC2 (CGA) μ 0.883 381.586 1,465.750 9.248 20.190
σ 0.039 29.268 180.698 3.424 7.595

RC3 (CGA) μ 0.918 427.853 1,431.100 12.542 24.320
σ 0.032 27.612 188.318 5.252 8.507

RC4 (CTSA) μ 0.728 391.612 1,453.790 4.776 11.000
σ 0.051 28.749 177.480 1.348 4.306

RC5 (CTSA) μ 0.911 404.437 1,442.930 11.918 23.690
σ 0.034 28.146 179.992 5.266 8.304

Note: μ� average, σ � standard deviation.

Table 6: Situations of excess water release of the systems using synthetic in5ow from historic data.

Rule curves Frequency (times/year)
Magnitude (MCM/year) Duration (year)

Average Maximum Average Maximum

RC1 (existing) μ 0.648 550.036 3,511.112 2.817 7.140
σ 0.045 33.939 825.296 0.534 1.939

RC2 (CGA) μ 0.472 390.421 3,247.282 2.304 5.590
σ 0.051 39.386 808.863 0.461 1.843

RC3 (CGA) μ 0.495 438.704 3,310.449 2.163 5.330
σ 0.050 36.914 785.299 0.410 1.596

RC4 (CTSA) μ 0.482 400.120 3,197.957 2.296 5.380
σ 0.050 38.579 814.755 0.475 1.600

RC5 (CTSA) μ 0.504 412.739 3,225.344 2.457 5.850
σ 0.051 37.803 801.793 0.525 1.866

Note: μ� average, σ � standard deviation.

Table 7: Situations of water shortage and excess release of the systems using future in5ow.

Situations Rule curves Frequency (times/year)
Magnitude (MCM/year) Duration (year)
Average Maximum Average Maximum

Water shortage

RC1 (existing) 0.140 23.200 660.000 1.167 2.000
RC2 (CGA) 0.240 9.340 412.000 1.200 2.000
RC4 (CTSA) 0.340 32.860 418.000 1.417 4.000
RC3 (CGA) 0.020 5.800 290.000 1.000 1.000
RC5 (CTSA) 0.340 32.860 418.000 1.417 4.000

Excess release

RC1 (existing) 0.980 2,085.463 4,711.864 24.500 27.000
RC2 (CGA) 0.980 2,056.182 4,697.881 24.500 27.000
RC4 (CTSA) 0.980 2,085.965 4,702.331 24.500 27.000
RC3 (CGA) 0.980 2,045.096 4,689.417 24.500 27.000
RC5 (CTSA) 0.980 2,085.965 4,702.331 24.500 27.000
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3.4. Performance of Optimal Rule Curves. )e evaluation of
the new historic rule curves and future rule curves generated
from the CGA and CTSA model aimed to determine the
performance of the rule curves with the synthetic historic
in5ow of 500 samples and the future in5ows (B2 scenario),
as shown in Tables 4–7. Table 4 shows the situations of water
shortage and excess release of the systems when considering
historic in5ow. It indicated that the magnitudes of water
shortage and excess release of the systems using CGA and
CTSA rule curves are less than the magnitudes of using
existing rule curves (402.633 and 455.776 million cubic
meters (MCM)/year for average water shortage of CGA and
CTSA, resp.). Whereas the frequency and duration time of
water shortage and excess release of the systems using CGA
and CTSA rule curves are higher than the frequency and
duration of using existing rule curves.

Tables 5 and 6 show the e>ciency of the Hve rule curves
for water shortage and excess release situations by consid-
ering the synthetic historic in5ow of 500 samples. It indicates
that the situations of water shortage and excess release when
using the historic rule curves (RC2 and RC3) are less than
using the existing rule curves (RC1) and the future rule
curves (RC4 and RC5).

In the case of future situation (Table 7), the future rule
curves (RC4 and RC5) showed the best performance, as in-
dicated by the frequency of the water shortage and the average
and the maximum magnitudes of the water shortages. )e
future rule curves are more suitable for future situations than
the existing rule curves and the historic rule curve. It can be
concluded that rule curves created using the speciHc in5ow
periods will be the most suitable.)e proposed CTSAmodel is
another search optimal technique, so the results are near
optimality that closed to the results of the other search tech-
niques based on the same condition. However, the e>ciency
of each technique was carried out on many studies [7, 10].

4. Conclusion

)is study proposed an alternative algorithm for searching
optimal reservoir rule curves. )e conditional tabu search
algorithm (CTSA) and reservoir simulation model were
applied to search the optimal rule curves of the Ubolrat
Reservoir under historic monthly in5ow and future in5ow
under the scenario B2. )e future in5ow and synthetic
in5ow data of reservoirs were used to simulate reservoir
system for evaluating situations of water shortage and excess
release. )e results found that the new obtained rule curves
from CTSA are more suitable for reservoir operating than
the existing rule curves. )e frequency and magnitude of
water shortage and excess water release for using new ob-
tained rule curves are lower than the existing rule curves.
When comparing the new obtained rule curves from CTSA
with the rule curves of the CGA method as well as the
existing simulation method, it was found that these rule
curves are similar. )e proposed CTSA model is an eAective
method for application to Hnd optimal reservoir rule curves.
)is reveals that the CTSA and GAmodel with future in5ow
are eAective methods for searching optimal reservoir rule
curves that are suitable for using in the future situations.
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,is is an experimental study which explores the physical, mechanical, and economic factors involved in the production of type
CEM II A-B/W cement. In this context, 4 cement additives were used in two di9erent dosages (200 and 800 g/t). Class C <y ash was
used for composite cement production at ratios of 5%, 20%, and 35%. It was shown that Blaine ?neness increases with the
increasing <y ash content. ,e use of <y ash at ratios of 5% and 20% was not found to have any unfavorable e9ects on the
compressive strength at the early days. It is found that the use of additive for improving the early-age strength is preferable when
<y ash is used. It is possible to produce Class 52.5N cement using additives to improve early strength and 20% <y ash. Loss in
strength was observed in cement mortars produced using glycol-based grinding aid. Increasing the dosage of chemical additive
also led to loss in strength due to nonhomogeneous distribution of hydration products. As a result, grinding <y ash with clinker
and the use of cement chemicals contribute to the cement sector in terms of sustainability. It is possible to produce cements with
improved mechanical properties especially with the use of 20% <y ash.

1. Introduction

Today, cement consumption in the world has reached up to
a level of 4 billion tons/year. ,e power consumed during
cement production is approx. 110 kW/ton, and around 30%
of this power is used during raw material preparation phases
and 40% is used in order to grind the cement clinker [1–3].
,is power consumption rate leads to signi?cant increase in
costs especially in those regions where power is a rare
commodity [4]. Along with the obligation to process in-
creasingly larger quantities of ores containing ?nely dis-
seminated minerals, our limited energy resources and the
rising costs of energy present a challenge to the process
engineer. One research route that has been explored for
about half a century is the development of additives to the
grindingmill feed that substantially improve the eEciency of
grinding. Such additives are termed grinding aids. Grinding
aids are used in order to reduce the electrostatic forces

between cement particles and their agglomeration. Grinding
aids most commonly consist of ethanolamines such as
triethanolamine (TEA) and triisopropanolamine (TIPA)
along with glycols such as diethylene glycol (DEG) and
propylene glycol (PG) [5]. Grinding aids are not capable of
preserving their original molecular structures after the
grinding process. Moreover, grinding aids are absorbed on
the cement particles in a way to alter the properties of fresh
and hardened concrete [6]. For example, grinding aids
reinforced with TIPA molecules increase the cement hy-
dration reactions which allow for improved compressive
strength [5]. Ramachandran reported that TEA retards
hydration of C3S and β-C2S while resulting in a number of
changes in the morphology and microstructure of the hy-
dration products. Hydration of C3A is accelerated in case of
the use of TEA [7]. Helen and Ölmez have found that
hydration and setting time of cement is prolonged when the
ethanolamine concentration is increased [8]. Ichikawa et al.
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published ?ndings suggesting that TIPA increases the hy-
dration of limestone along with improving alite and ferrite
hydration and that it thickens the interfacial transition zone
(ITZ) between hydrated cement paste and aggregate parti-
cles [9]. Altun et al. showed that TIPA-based grinding aids,
thanks to their operational bene?ts and properties to help
improve quality, are more suitable for dry-mixed cement
applications [10]. Zhang et al. analyzed the properties of
polymer-based grinding aids (PGA). ,is study found that
PGA has a signi?cant e9ect on the particle size distribution
of the cement and that this implies a rather narrower grading
spectrum as the PGA dosage increases [11]. Li et al. used
waste oil as grinding aid during cement grinding process. As
a result, it was suggested that the use of waste oil as grinding
aid in cement grinding process is economically and envi-
ronmentally sustainable [12]. Zhang et al. used waste glyc-
erin, industrial lignin, and molasses as grinding aids for
composite cements. Results of the research showed that the
grinding aids used improved mechanical properties of the
composite cement while accelerating hydration [13]. A
number of studies used PCEs as grinding aids. Results of
these studies showed that the use of PCEs, when compared
to TEA, improves the strength of the cement while o9ering
the same grinding eEciency [14–16]. Sun et al. produced
cement under laboratory conditions using polycarboxylate-
based grinding aids. ,e use of polycarboxylate-based
grinding aids during grinding process signi?cantly im-
proves the viscosity of cement paste while it did not have
a signi?cant negative e9ect on the other properties of cement
[17]. Ghiasvand and Ramezanianpour produced composite
cements with two and three components. ,ey have also
used limestone as one of these components. ,e authors
suggested that the use of grinding aids is of utmost im-
portance in order to produce high quality PLCs due to the
agglomeration of limestone particles [18]. As a rule, the
concentration range of the grinding aid used is very im-
portant in terms of the performance of cement. For example,
0.02% TEA addition to Portland cement acts as a setting
accelerator, while 0.25% TEA addition acts as a mild setting
retarder, 0.5% TEA addition, on the other hand, acts as
a setting retarder, and 1% TEA addition acts as a strong
setting accelerator [8].

,e expectations on the properties of the concrete used
in construction industry increase as the scale of the in-
dustrial production increases. Due to insuEcient energy
levels and natural resources, the demand for high-
performance cement has gradually increased. A signi?cant
way to meet such demand is to produce high-performance
cement, cement substitutes, and high-performance com-
posites [19–21]. Recently, cement substitutes and composite
cements have become increasingly available in concrete
production [22]. Among some of the cement substitutes are
<y ash which is a by-product of coal combustion, silica fume
which is a by-product of ferrosilicon production process,
and blast-furnace slag which is a waste produced during cast
iron manufacturing. Fly ash is commonly known as a poz-
zolana with very poor hydraulic properties; however, it
accelerates the hydration of cement thanks to its surface
absorption e9ect and heterogeneous nucleation [23–25].

,erefore, <y ash may improve the mechanical properties
and strength of cement-basedmaterials [26–28]. In addition,
<y ash particles may improve the workability of the fresh
cement paste, thanks to their spherical particle geometry
[29]. When cement-based composite materials are sup-
ported with <y ash, their performance is signi?cantly im-
proved and the microstructure of the composite material
becomes more complex [30]. ,erefore, it is important to
use <y ash in concrete and cement production with respect
to its role in economical, ecological, sustainability, strength,
and durability factors.

2. Materials and Method

Portland cement clinker was used in the experimental study.
Chemical properties of the clinker are given in Table 1. 5%
(of the weight of clinker) gypsum was used to control the
setting time in the production of cement. SO3 content of
gypsumwas calculated to be 39.59%. Standard sand was used
for the preparation of the samples in compliance with the EN
196-1 standard. Fly ash obtained from Yatagan ,ermal
Power Plant was used as a replacement for clinker in cement
production. As Yatagan <y ash has more than 10% reactive
lime, it is classi?ed under Class W (calcareous <y ash) as per
TS EN 197-1. As it has more than 50% SiO2 +AI2O3 + Fe2O3
content and more than 10% CaO, it is classi?ed under Class C
(highly calcareous) as per the ASTM C 618. Chemical
properties of the <y ash are given in Table 1. Chemical
properties of the cement (0, 5, 20, and 35%) produced using
<y ash and cement chemical are given in Table 1. Table 1 also
shows the speci?c weight of <y ash and cements with <y ash.

Four cement chemicals were used in cement production,
namely, two grinding aids and two strength enhancers for
improving the early and ?nal cement strength. ,e chemical
additives used in cement production are commercially
available and commonly used in cement factories operating
in Turkey. Properties of the cement chemicals are given in
Table 2.

Grinding technique was used in cement produced using
clinker, limestone, and <y ash. A type bond ball mill was used
to grind cement material. After placing clinker, limestone, and
<y ash in the mill, chemicals were added on top of the mix.
Cement chemicals with grinding aid and strength enhancing
properties were used in dosages of 200 and 800 g/t, re-
spectively. Fly ash, on the other hand, was used as a re-
placement for clinker at ratios of 5%, 20%, and 35%. A ?xed
grinding time of 120 minutes was used for all cement samples.
Cement samples were produced in three groups. A total
number of 33 cement samples, 24 of which including cement
chemical and <y ash, 8 of which including cement chemical
without <y ash, and 1 reference sample (without the use of <y
ash and cement chemical), were prepared.

First, Blaine ?neness of the cements produced was de?ned.
Cement : aggregate : water content of the mortars was kept
constant at 1 : 3 : 0.5, respectively. Hardened mortar samples
were taken out of the cast after 24 hours and cured in
limewater at 20°C until the experiment day. Uniaxial com-
pression tests were conducted on the hardened mortar
samples at 2nd, 7th, and 28th day. It was found that increased
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<y ash ratio has an unfavorable e9ect on the workability of the
cement mortars. A number of pretests were performed in
order to reduce such unfavorable e9ect, and the use of <y ash
in combination with lime was studied. In terms of workability,
as the use of 35% <y ash has an adverse impact on the mortar
thickness, 35% <y ash was used with 5% lime dust which led to
the production of the 34th cement type separate from the
series. ,e reason behind this production was that lime, when
it has the optimal ?neness, reduces water need and bleeding
while improving workability and strength. As particle size
distribution of the cement is improved with lime addition,
hardened mortar properties have also improved. Nevertheless,
as lime accelerates the hydration of especially C3S component
of cement, it may improve its early-age strength. Lime forms
nuclei regions for the sedimentation of CH crystals. With this
nucleus e9ect, it accelerates the hydration of clinker particles,
especially C3S, which translates into improved early-age
strength. ,erefore, fresh and hardened mortar properties
are analyzed adding 5% lime into the cement with 35% <y ash
content.

3. Results and Discussion

3.1. Physical Properties of Cements. Blaine ?neness of the
cement samples were de?ned as part of the experimental

study. ANOVA showed that the type and dosage of cement
chemical used do not have an e9ect on the Blaine ?neness.
However, it was found that the ratio of <y ash used a9ects
Blaine ?neness. Results of ANOVA are given in Table 3. As
shown in Table 3, the type and dosage of the cement
chemical do not have an e9ect on the Blaine ?neness as their
P value is larger than 0.05. Figure 1 shows the e9ect of <y ash
on Blaine ?neness.

According to ANOVA shown in Table 3, parameters
a9ecting the Blaine ?neness were explored having identi?ed
their levels of impact. According to this impact analysis,
the type (0.987> 0.05, P> α) and dosage of chemical additive
(0.548> 0.05, P> α) do not a9ect the ?neness of cement. ,e
main parameter which a9ects the ?neness of cement was
found to be the <y ash content used. ,e reason behind the
?nding that <y ash has a higher impact level was that it has

Table 1: ,e chemical properties of clinker, <y ash, and cement.

(%) OPC clinker Fly ash 0% 5% 20% 35%
CaO 66.26 12.86 63.71 61.73 56.11 47.04
SiO2 21.77 50.41 19.45 23.49 27.21 32.08
Al203 5.6 22.68 5.55 6.72 8.93 11.81
Fe203 3.67 6.55 3.48 3.84 4.22 4.71
MgO 1.52 1.19 1.71 1.50 1.46 1.40
Na2O 0.27 0.43 0.22 0.28 0.30 0.33
K2O 0.37 1.69 0.63 0.45 0.62 0.85
SO3 0.26 1.71 2.98 2.80 2.33 1.95
Cl 0.0159 — 0.02 0.02 0.02 0.02
Loss on ignition 0.10 1.03 2.11 0.16 0.28 0.43
S. CaO 1.99
C3S 52.59
C2S 22.75
C3A 8.64
C4AF 11.16
Speci?c weight 2.15 3.14 3.08 2.94 2.81

Table 2: Properties of cement additives.

Additive Function of additive Raw material Density pH Color
Grinding aid (Ö1) Grinding aid/energy saving Polyethanolamine acetate 1.14 6–7 Light brown

Grinding aid (Ö2) Grinding aid/energy saving Polyethanolamine acetate
modi?ed with glycol 1.12 6–7 Brown

Strength enhancer (E) Early-age strength enhancer Modi?ed hydroxylamines 1.15 10–12 Brown
Strength enhancer (N) Final-age strength enhancer Modi?ed hydroxylamines 1.16 11–12 Brown

Table 3: Results of ANOVA test for Blaine ?neness (signi?cance
level-α� 0.05).

Blaine ?neness P value Signi?cance
Cement chemical 0.987 NS
Dosage of chem. additive 0.548 NS
Fly ash 0.000 S
NS, not signi?cant; S, signi?cant.
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a ?ner particle size distribution than clinker at the o9set.
Although chemical additives a9ect the grindability of clin-
kers under normal conditions, the use of mineral additives
with ?ner particle sizes than clinker such as <y ash alters the
importance of this e9ect. According to ANOVA analysis, the
ratio of <y ash used in composite cement production directly
a9ects the Blaine ?neness values.

Blaine ?neness of the cement produced without <y ash
and using only cement chemical (0%) was 7% higher than
that of the reference cement. However, it was shown that
Blaine ?neness increases signi?cantly with the increasing <y
ash content. Especially in the case where <y ash content was
20%, Blaine ?neness was found in a range between 3570 and
3660 cm2/g. Where <y ash content was 35%, on the other
hand, Blaine ?neness was found to reach up to approx.
3800 cm2/g. Blaine ?neness of the cement produced using
35% <y ash and 5% lime dust (% 40M) was found to be
3770 cm2/g. Increasing level of <y ash also increases the
Blaine ?neness. Grinding <y ash with clinker plays an im-
portant role in increasing cement ?neness.

ANOVA showed that the type and dosage of cement
chemical used do not have an e9ect on water demand and
setting time (Table 4). Also showed by the ANOVA was the
fact that the ratio of <y ash a9ects water demand and setting
time. Results of the ANOVA performed for water demand
and setting time are given in Table 4.

Water demand and initial setting time are increased with
the increase in the <y ash content used. Initial setting time is
delayed as the clinker used is reduced in weight. As a result
of increased <y ash content, Blaine ?neness is increased and
therefore water demand of the cement paste is also in-
creased. Increasing level of <y ash also increases the water
demand of the paste. ,e increase in water demand, on the
other hand, is another factor in increasing setting time.

Figure 1(b) shows the e9ect of <y ash content on water
demand.Water demand of the cements produced using only
cement chemical is higher than that of the reference cement.
,is can be explained with the fact that Blaine ?neness of the
reference cement is lower. When the <y ash content was
35%, the water demand changed between 33.5% and 36.0%.
,e water demand of the cement with 5% lime dust in order
to o9set the loss in workability due to the increased <y ash
content was 32.2%. Here, the use of lime dust is found to
reduce the water demand notwithstanding the high Blaine
?neness. Figure 1(c) shows the e9ect of <y ash content on
initial setting time. ,e increase in <y ash content also in-
creases initial setting time. Initial setting time of the cement
with cement chemical and without <y ash (0%) was shorter
than that of the reference cement. Setting times of the cement
with 5% lime dust (% 40M), on the other hand, were quite
similar to those of cement with 35% <y ash content.

3.2. Compressive Strength of Cements

3.2.1. )e E*ect of Fly Ash Content on the Compressive
Strength. Figure 2(a) shows the e9ect of <y ash content on
2-day compressive strength. Where the <y ash content is 5%,
it was found that compressive strength increases. Compressive
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on setting start time (s).
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strength was in the range between 22.97 and 26.62MPa
when the <y ash content was 5%; 20.87–24.52MPa when the
<y ash content was 20%; and 10.46–14.11 when the <y ash
content was 35%. 2-day compressive strength of the cement
with cement chemical and without <y ash (0%) was in the

range between 22.54 and 26.19MPa. When the <y ash
content was 5%, compressive strength was approx. 7.1%
higher than that of the reference cement; when the <y ash
content was 35%, compressive strength was approx. 46.9%
lower than that of the reference cement. Compressive

Table 4: Results of ANOVA test for water demand and setting time (signi?cance level α� 0.05).

Water demand P value Signi?cance Setting time P value Signi?cance
Cement chemical 0.958 NS Cement chemical 0.912 NS
Dosage of chem. additive 0.367 NS Dosage of chem. additive 0.299 NS
Fly ash 0.000 S Fly ash 0.000 S
NS, not signi?cant; S, signi?cant.
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strength of the cement produced using 35% <y ash and 5%
lime dust (% 40M) was found to be 10.92MPa.

Figure 2(b) shows the e9ect of <y ash content on 7-day
compressive strength.Where the <y ash content is 5% and 20%,
it was found that 7-day compressive strength increases. 7-day
compressive strength was in the range between 36.94 and
40.71MPa when the <y ash content was 5%; 36.69–40.69MPa
when the <y ash content was 20%; and 26.77–30.55 when the
<y ash content was 35%.Where the <y ash content was 5% and
20%, compressive strength was approx. 0.75% higher than that
of the reference cement. However, 7-day compressive strength
decreases by approx. 25.3% when <y ash content is 35%.
Cement with 40% mineral additive (% 40M) has a 7-day
compressive strength of 25MPa. Cement produced with ce-
ment chemical and without <y ash is found to have a com-
pressive strength similar to that of the reference cement.

A closer look into 28-day compressive strength values
showed that these values di9er greatly from 2-day and 7-day
compressive strength values (Figure 2(c)). Especially, the use of
35% <y ash was found to signi?cantly increase 28-day com-
pressive strength. 28-day compressive strength was in the range
between 45.07 and 50.11MPa when the <y ash content was 5%;
51.84–56.87MPa when the <y ash content was 20%; and
46.03–51.07 when the <y ash content was 35%. 28-day com-
pressive strength of the cement with cement chemical and
without <y ash (0%) was in the range between 43.86 and
48.66MPa. However, 28-day compressive strength increases by
approx. 20.7% when the <y ash content is 20%. Nevertheless,
compressive strength of the cementwith 35%<y ash contentwith
rather low 2-day and 7-day compressive strengths was found to
increase by 7.8%. 28-day compressive strength of the cement
produced using 35% <y ash and 5% lime dust was found to be
similar to that of the reference cement as shown in Figure 2(c).

Two-day compressive strength is found to be in the
range between 16.38 and 24.83MPa when additive Ö1 is used;
16.66–25.12MPa when additive N is used; 19.00–27.45MPa
when additive E is used; and 15.19–23.65MPa when additive
Ö2 is used. A9ecting the early-age strength, additive E o9ers
a 2-day compressive strength similar to that of the reference
cement. Additives Ö1 and N o9er similar 2-day compressive
strength patterns. Additive Ö2, a grinding aid, was found to
have negligible e9ect on the strength (for early ages). ,e fact
that additive E is a hydroxylamine-based additive (TEA/TIPA)
accelerates the hydration of C3S available in the clinker.
Similar e9ect was also observed when additive N was used. As
additive Ö2 has a glycol content, it resulted in mild reductions
in the compressive strength.

Additives Ö1 and N o9er similar 28-day compressive
strength patterns. Compressive strength of the additives Ö1
and N was in the range between 46.00 and 52.88MPa.
Compressive strength is increased by 12.1% when compared
to the reference cement when additive E is used. When
additive Ö2 is used, 28-day compressive strength was in the
range between 44.13 and 50.82MPa. Although additive Ö2
did not have a positive e9ect on the 2-day and 7-day
compressive strength, it was found to have a signi?cant e9ect
on the 28-day compressive strength.

Among the grinding aids, additive Ö2 containing glycol
consistently gave low compressive strength values throughout

the tests. However, these di9erences were negligible. ,e lit-
erature reported increased compressive strength with the use
of glycol-based additives. But this study found loss in com-
pressive strength. It is believed that chemical properties of the
clinker or the temperature in the mill during grinding may
account for this result. Additive E with hydroxylamine, on the
other hand, has a rather positive e9ect on both early and ?nal
strengths of the cement. Such an e9ect can be accounted for
with the use of TEA and TIPA in strength enhancers.

3.2.2. )e E*ect of Cement Chemical Dosage on Compressive
Strength. ,e e9ects of cement chemical dosage on com-
pressive strength are shown in Figure 3. When the chemical
is used at a dosage of 200 g/t, 2-day compressive strength was
in the range between 18.88 and 24.76MPa. When the
chemical is used at a dosage of 800 g/t, 2-day compressive
strength was approx. 12.5% lower than that of the reference
cement. Figure 3 shows that increasing chemical dosage
decreases compressive strength.

A closer look into 7-day compressive strength results
shows that increasing chemical dosage results in decreased
strength. ,e strength was found to be lower than that of the
reference cement especially in the case where cement
chemical was used at a dosage of 800 g/t. When the chemical
is used at a dosage of 200 g/t, 7-day compressive strength was
38.94MPa for the cements produced.

,e e9ects of cement chemical dosage on 28-day com-
pressive strength are shown in Figure 3. Increasing the cement
chemical dosage has an unfavorable e9ect on the 28-day
compressive strength as it was the case for 2-day and 7-day
compressive strengths. When the chemical is used at a dosage
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Figure 3: E9ect of cement chemical additive dosage on com-
pressive strength.
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of 200 g/t, the compressive strength was approx. 13.1% higher
than that of the reference cement. However, 28-day com-
pressive strength increases by approx. 5.5% when the dosage
is 800 g/t. Figure 3 shows that cement with lime dust (% 40M)
and reference cement have similar properties. Moreover, the
reduction in compressive strength due to increased additive
dosage is accounted for with the agglomeration. In some cases
where excessive amounts of chemical additive are used, ag-
glomeration may reoccur. Furthermore, increased additive
dosage decreases the initial setting time. When the dosage is
800 g/t, the mortar loses its water content very fast and it
hardens. ,e result is nonhomogeneous distribution of hy-
dration products in the structure and crack development in
the structure which are the causes of lower strength.

3.3. Cost and Optimization. Table 5 shows the unit prices
(for Turkey) of clinker, limestone, <y ash, chemical additive,
and electrical energy used in the cement production. Prices
listed refer to the price for 1 ton.

As the cost of additives Ö1 and Ö2 is higher in terms of
chemical type used, it is more a9ordable to use additives E
and N. Increase in the amount of <y ash used often increases
the cement cost. Cost analysis shows that the use of additive
E is more bene?cial. ,e <y ash content also plays a role in
cement cost reduction (Figure 4). When the <y ash content is
20%, the cost of cement is in the range between 20 and 25 $/ton.
Considering also the strength of the cement as a factor, the use
of 20% <y ash is the optimal solution.

An optimization study was conducted for the cement
samples with <y ash content under laboratory conditions.
Cement with lime was also included in this optimization
process. Optimization process included only the cement with
<y ash and chemical additive. Compressive strength and cost
are the most important parameters in cement production. TS
EN 197-1 standard imposes restriction on the 2-day and
28-day compressive strengths of cements. ,erefore, the
optimization process aimed for maximum level of 2-day and
28-day compressive strengths. And the cost parameter was
aimed to be minimal for the cements produced. Functions
used in the optimization process are shown in Table 6.

According to the parameters shown in Table 6, the most
viable cement properties are obtained with 20% <y ash,
additive E, and grinding at a dosage of 200 g/t. Table 7 shows

a comparison of the cement produced using the above-
mentioned properties with the reference cement.

4. Results

,is study analyzed the production of type CEM II A-B/W
cement with the replacement of Portland cement clinker
with Class C <y ash at ratios of 5%, 20%, and 35%. During
the cement grinding process, 4 di9erent cement chemicals
were included at dosages of 200 and 800 g/t. ,e following
?ndings were obtained as a result of this study:

(1) ,e impact of the type and dosage of cement
chemical on the water demand and setting times was
insigni?cant. ,e <y ash content did not a9ect set-
ting time and water demand. Increase in the <y ash

Table 5: Unit prices of the material used in cement production (in
Turkey).

Unit price ($/ton)
Clinker 23.03
Limestone 14.11
Fly ash 7.11

Chem. admix.

E 0.16
N 0.19
Ö1 0.22
Ö2 0.27

Electrical energy (kw/h) 10.69
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Figure 4: ,e e9ect of <ay ash content and additive dosage on the
cost (in Turkey).

Table 6: Optimization parameters used in cement production.

Objective function Characteristic
2-day compressive strength (MPa) Maximize
28-day compressive strength (MPa) Maximize
Cost ($) Minimize

Table 7: A comparison of the reference cement and the optimal
cement.

Reference
cement

Optimal
cement

Di9erence
(%)

2-day
compressive
strength (MPa)

23.15 25.66 10.8

28-day
compressive
strength (MPa)

45.04 56.57 25.6

Cost ($) 26.78 24.19 9.7
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content also increases water demand. Nevertheless,
increase in <y ash content also increases initial
setting time and ?nal setting time.

(2) Increasing <y ash content directly a9ects the Blaine
?neness of cements. Cements with approx.
3800 cm2/g Blaine ?neness were produced using <y
ash at a ratio of 35%. Blaine ?neness of the cement
produced without <y ash and using only cement
chemical was 7% higher than that of the reference
cement.

(3) An increase in the <y ash content decreases early-age
strength (2 and 7 days); however, such an increase
has a favorable impact on the ?nal-age strength.
Especially, the use of 20% <y ash makes it possible to
produce cement with 52.5N strength class. Where
the <y ash content is 35%, it is possible to produce
cement with 42.5N strength class. Moreover, using
35% <y ash content, it was possible to obtain cement
complying with 52.5 L strength class for type CEM
III cements.

(4) Additives E and N (strength enhancers) had a posi-
tive impact on the mechanical properties of the
cements. However, increasing the additive dosage
decreases compressive strength of cements. ,e use
of strength enhancers o9ers better results in cements
with <y ash.

(5) As a result, it is possible to produce high-
performance cement using <y ash. Especially, the
use of <y ash at the ratios of 20% and 35% plays an
important role in reducing CO2 emissions.,e use of
strength enhancers is more suitable in cement with
<y ash.
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In modern construction industry, fabrication of sustainable concrete has turned the decision-making process into a challenging
endeavor. One alternative is using :y ash and nanostructured silica as cement replacements. In these modern mixtures, proper
concrete bulk density, percentage of voids, and compressive strength normally cannot be optimized individually. Hereby,
a decision-making strategy on the replacement of those components is presented while taking into account those three per-
formance measurements. 4e relationships among those components upon concrete fabrication required a design of experiments
of mixtures to characterize thosemineral admixtures.4is approach integrates di<erent objective functions that are in con:ict and
obtains the best compromise mixtures for the performance measures being considered. 4is optimization strategy permitted to
recommend the combined use of :y ash and nanosilica to improve the concrete properties at its early age.

1. Introduction

In recent years, the environmental damages caused by the
production of building materials have compelled the con-
struction industry to seek for sustainable alternatives [1].
4e partial replacement of cement by :y ash (FA), a manu-
facturing waste of the burning coal process, has turned into an
increasingly popular alternative. Further, the addition of
nanostructured SiO2 or nanosilica (nS) is highly recom-
mended to counterbalance the loss of concrete compres-
sive strength at early age caused by FA. 4ese nanoparticles
improve some valuable concrete properties such as the
density, porosity, and compressive strength [2–5]. Of those
properties, concrete compressive strength is the most relevant
mechanical property and, therefore, the most studied [6].
Moreover, assessment of concrete porosity is necessary as this
is related to concrete’s durability and permeability [7, 8].
4ose characteristics depend on the number, size, and dis-
tribution of pores in the cement paste and the aggregates [9].

Hence, a range of values of the mechanical and physical
properties of concrete are preferred when mineral admixtures

are utilized [10, 11], as the desired characteristics depend on
the proposed application. Previous works demonstrated that
the specimens with higher compressive strength not neces-
sarily corresponded to the ones with higher density and lower
porosity, which are usually the desirable properties in con-
crete structures [12, 13]. 4at is why, in some cases, designers
have to prioritize, for example, one characteristic over other
ones. 4erefore, there arises a con:ict among the di<erent
performance measures of concrete. As a result, one must
utilize a multiple criteria optimization method to maximize
simultaneously compressive strength and density to minimize
the concrete porosity. Finally, the use of this approach helps to
design a multifunctional structural material by identifying the
mixtures that belong to a Pareto-eGcient frontier [14, 15].4e
resulting optimized mixtures would become the best com-
promise among all performance measures between the set of
mixtures under evaluation.

Optimization is, therefore, a decision-making tool of
great importance issue in the construction industry [16],
where simultaneous attention is required for the envi-
ronmental aspects and design factors. 4ese frequently
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contradict each other especially when recycled materials
(with their inherent behavioral variability) are involved.

Often, researchers have used regression models to predict
performance measures, such as compressive strength, density,
and porosity [17–20]. Sometimes, via neural networks, some
were able to predict concrete behavior [19]. In addition, al-
though a visual representation of the results facilitates the
comparison process, other statistical methodologies can be
used to compare the mixtures from a mathematical viewpoint
rather than from a more subjective approach. 4erefore,
researchers have employed a variety of optimization ap-
proaches to Ind the best possible solutions in a single ob-
jective [1, 17, 21–26]. Recommendations based on all the
performance measures of interest to the user are more ap-
propriate when compared with only the selection of a single
solution pertaining to the measured objective.

To address this situation, di<erent attempts to incor-
porate multiple performance measures can be found [27, 28].
For instance, the ε-constraint method, which is a formal
approach to multicriteria optimization, permitted to resolve
a multiobjective reliability-based optimum problem of
prestressed concrete beams [29]. Most methods provided by
the literature require target values—necessarily deIned
a priori—or reduce the multiobjective problem into a single
objective optimization problem to Ind the optimal set. As
a consequence, we posit a methodology that does not involve
any of the previously mentioned issues that has been de-
veloped at the University of Puerto Rico-Mayagüez (UPRM)
[13, 14, 30]. 4is methodology renders the Pareto-optimal
solution set by just deIning the objectives and their re-
spective (maximization/minimization) directions. Often,
when solving a multiple criteria optimization problem, one
can Ind a set of eGcient solutions. Such a set is also known
as “Pareto-optimal solutions” [14, 30, 31].4ese solutions are
the best balances among all performance measures under
evaluation; they are equally optimal since a gain in one
objective results in a sacriIce in at least another objective.
4e optimal solutions form the Pareto-eGcient frontier.

In order to identify those optimal solutions, one utilizes
the Pareto-optimality conditions as described in Deb’s work
[31]. In this work, the author stated that “A solution x 1( ) is
said to dominate the other solution x 2( ), if both the following
conditions are true:

(1) 4e solution x 1( ) is no worse than x 2( ) in all ob-
jectives. 4us, the solutions are compared based on
their objective function values (or location of the
corresponding points (z 1( ) and z 2( )) on the objective
space).

(2) 4e solution x 1( ) is strictly better than x 2( ) in at least
one objective.”

Consequently, based on the said concepts and Indings,
the present work focuses on the characterization of concrete-
containing mineral admixtures and the subsequent multiple
criteria optimization. First, a statistical design of experiments
for mixtures allowed computing the mixture proportions to
evaluate. Subsequently, the optimal tradeo< mixtures among
compressive strength, bulk density, and percentage of voids

followed. Utilizing the above conditions, we performed a full
pairwise comparison between the solutions to eventually Ind
the Pareto-eGcient frontier or the nondominated set. Ac-
cordingly, we present a decision-making strategy on the re-
placement of concrete components while taking into account
the material’s physical and mechanical properties.

2. Experimental Methodology

2.1.Material Selection. Via a sieve analysis (ASTM 136) [32],
the experimental proportions of the aggregates were de-
termined as 30% of gravel grade #7 (ASTMC33) [33], 35% of
processed aggregate (limestone), and 35% of clean sand. To
determine the quantity of polycarboxylate superplasticizer
(SP) necessary for each mixture, we took into account
the following characteristics of the mixtures: segregation,
bleeding, slump, and consistency. 4is mini-slump test was
used for the mixtures at 5, 30, and 60 minutes after the
mixing along with a trial-and-error method to Ind the right
proportion of superplasticizer for each mix. 4e evaluation
criteria for slump were 100–152 mm to obtain optimun SP
quantity (ASTM C143) [34].

2.1.1. Aggregates. We used gravel as coarse aggregate, with
a maximum nominal size of 19.0mm. Moreover, the pro-
cessed aggregate (limestone) had a maximum nominal size
of 9.5mm. 4e Ineness modulus of the Ine aggregate was
3.0 as given in Table 1.

2.1.2. Portland Cement. We used ordinary Portland cement
(OPC) Type I (ASTM C150) [35], which is classiIed as
applicable to general purposes and have fairly high C3S
content for good early strength development with a speciIc
gravity of 3.06.

2.1.3. Fly Ash. 4e FA class F (ASTM C618) [36] with
a speciIc gravity of 2.38 was selected.

2.1.4. Nanosilica. Nissan Chemical Industries provided the
nS used, which was opalescent and odorless amorphous
silica dispersed in water, with a particle mean size of
69.40 nm and speciIc gravity of 2.03. 4e amounts of nS in
the mixes are calculated based on the percentage by weight
of solid in the colloidal solution. In the case of these
nanoparticles, only 45% by weight is SiO2. To calculate the
amounts of nS for the mixtures, the amount of water and
solids is considered, thus making an adjustment to the
amounts of both nS and water, in order to then reach the
percent established for the design. For instance, the amount
of nanosilica was computed as follows:

Mix design k: 9� (PC: 0.57, FA: 0.40, and nS: 0.03)
Total cementitious quantity: 672 kg/m3

nS (solids)� 45∗45%� 20 kg/m3

FA� 269 kg/m3

PC� 383 kg/m3

Sum� 672 kg/m3
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2.1.5. Superplasticizer. 4e polycarboxylate superplasticizer
used followed the ASTM 494 standard [37] and was pro-
vided by a company in Puerto Rico.

2.1.6. Water. To prepare the mixtures, we employed tap
water at room temperature available at the UPRM Con-
struction Materials Laboratory.

2.2. Fabrication and Testing Procedures. A gear-driven,
high-torque transmission 5 L mixer (Globe SP20) manu-
factured by Globe Food Equipment was used to mix the
concrete components. 4e coarse and Ine aggregates were
Irst dry-mixed and then placed into the mixer for 0.25min at
120 rpm, followed by half of the required water. 4en, we
added the PC and later the FA (if required by the speciIc
experiment) with the mixture working for 0.25min at 60 rpm.
4e nS and SP were diluted in water in order to obtain
a uniform particle distribution throughout the mixture and
poured into the mixer (when used) for 4.30min at 120 rpm.
4e cylindrical molds were Illed by the rodding method
according to ASTM C192 [38]. We removed the cylinders
formwork 24 hours after casting; thereupon, we immersed
them into limewater until tested at normal curing conditions
(20–23°C and RH� 100%). 4e temperature (23–25°C) was
relatively constant in the laboratory.

Following ASTM C642-13 standard [39], we measured
the density and percentage of voids of Ive specimens at
7 and 28 days of curing. We considered the specimen oven-
dry mass, its saturated mass after immersion in water, its
saturated mass after boiling, and its immersed apparent
mass. 4ese values were used to calculate the bulk density
and the volume of permeable pore space or percentage of
voids of the specimens. 4e dimensions of the test cylinders
were 76mm in diameter and 152mm in length to meet the
minimum volume required by the standard.

For the compressive strength test, the dimensions of the
test cylinders were 50mm in diameter and 100mm in length.
We tested the compressive strength of six cylinders at 7 and
28 days of curing, using a 3000 kN Forney universal test
machine according to ASTM C39 [40].

2.3. Design of Experiments. In order to generate the di<erent
combinations of the cement mixture components, that is,
PC, FA, and nS [24, 41], we set up a design of experiments for
mixtures. 4is methodology is explained in detail in our
previous publication [3]. In the present work, the upper
bound was set at 3% of nS and 40% of FA. In addition, the
water-to-binder ratio utilized for all mixtures remained
constant at 0.3.

Table 2 presents the nine-component combinations or
mixtures evaluated, as fractions of 1.00 (total mass of the
mixture). Each mixture represents a solution k with di<erent
characteristics in terms of physical and mechanical prop-
erties of the resulting concrete. A multiple criteria optimi-
zation method helped us in the decision-making process of
recommending some of these mixtures.

In this multiple criteria optimization problem, we were
interested in recommending a set of alternatives (k∗) selected
from the di<erent mixture proportions of PC, FA, and nS. In
view of that, the Inal decision-making would be based on the
following material performance measures: compressive
strength, bulk density, and percentage of voids. Naturally,
the desired outcomes were higher compressive strength and
density and lower percentage of voids. 4us, the strategy for
the multiple criteria optimization problem is presented in
Table 3.

We intended to restrict the problem described above
to a manageable number of sampling experimental solu-
tions generated through a mixture design of experiments
(DOE), as mentioned previously. Furthermore, the best
tradeo<s among the competing criteria were identiIed with
the application of Pareto-optimality conditions, as advo-
cated in prior research [14, 15, 42]. 4is method is exact (as
opposed to a heuristic approach [18]) and has being utilized

Table 1: Properties of the aggregates.

Aggregate Apparent speciIc gravity SpeciIc gravity (oven-dry) SpeciIc gravity (SSD) Absorption (%) Unit weight (kg/m3)
Gravel 2.88 2.71 2.77 2.09 1584.70
Limestone 2.77 2.50 2.59 3.86 1740.57
Beach sand 2.65 2.42 2.51 3.48 1460.54

Table 2: Mixture proportion combinations evaluated of cement
mixtures.

k Mixture proportions
(PC/FA/nS)

PC FA nS Gravel Sands
kg/m3 kg/m3 kg/m3 kg/m3 kg/m3

1 0.800/0.20/0.000 538 134 0 1001 431
2 1.000/0.00/0.000 672 0 0 1001 462
3 0.600/0.40/0.000 403 269 0 1001 400
4 0.585/0.40/0.015 393 269 22 1001 396
5 0.770/0.20/0.030 518 134 45 1001 423
6 0.985/0.00/0.015 662 0 22 1001 458
7 0.970/0.00/0.030 652 0 45 1001 454
8 0.785/0.20/0.015 528 134 22 1001 427
9 0.570/0.40/0.030 383 269 45 1001 392

Table 3: Setup of the multiple criteria optimization problem.

Decision variables PC, FA, and nS

Maximization of f1(x): compression strength
f2(x): bulk density

Minimization of f3(x): percentage of voids

Subject to these
constraints

0.57≤PC≤ 1.00
0.00≤ FA≤ 0.40
0.00≤ nS≤ 0.03
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previously to solve engineering and science problems [14, 15].
In this research, we applied the method to Ind the pro-
portion (or fractional) combinations of a cement mixture
that belong to the best possible balances in the presence of
the con:icting performance measures, or more formally, the
solutions in the Pareto-eGcient frontier.

To further demonstrate its straightforwardness, we
coded the method in a commercially available spreadsheet
program. Utilizing the Pareto-optimality conditions, as
aforementioned, we carried out a full pairwise comparison
between the solutions to eventually Ind the Pareto-eGcient
frontier or the nondominated set. A detailed description of
the multiple criteria optimization method utilized in this
work can be found in the literature [43].

3. Experimental Results

In this section, we present the experimental results orga-
nized for di<erent curing ages. 4eir graphical representa-
tions have been used in the decision-making analysis and the
optimization methodology.

3.1. Seven Days of Aging. Table 4 presents the results ob-
tained on aging day 7. One must note that the mean
compressive strength was obtained from 6 replicates,

whereas the mean bulk density and average percentage of
voids were from 5 replicates, due to few experimental :aws.
It is apparent that if we consider each one of the performance
measures separately, they will aim at di<erent solutions
(Figures 1–3). In other words, the performance measures are
in con:ict. Each one of the mixture combination will rep-
resent a solution or alternative k for the multiple criteria
optimization problem (Table 4).

Table 4: Average result of performance measures at day 7.

k Component fractions
(PC/FA/nS)

Compressive strength Bulk density Volume of permeable pore space
Average Std. dev. Average Std. dev. Average Std. dev.
MPa MPa kg/m3 kg/m3 % %

1 0.800/0.20/0.000 27.37 1.15 2165.88 37.32 15.59 0.98
2 1.000/0.00/0.000 31.11 7.22 2218.43 34.71 13.85 0.75
3 0.600/0.40/0.000 33.71 3.19 2117.88 13.27 17.42 0.32
4 0.585/0.40/0.015 31.58 5.32 2125.56 29.80 16.58 0.70
5 0.770/0.20/0.030 29.75 5.24 2186.46 16.19 15.93 0.63
6 0.985/0.00/0.015 27.03 5.65 2188.51 37.78 16.00 1.05
7 0.970/0.00/0.030 24.19 8.24 2189.98 14.19 16.04 0.31
8 0.785/0.20/0.015 40.40 2.47 2156.64 6.26 17.00 0.28
9 0.570/0.40/0.030 33.35 4.63 2163.49 23.10 12.49 0.78
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Figure 1: Mean bulk density measured at aging day 7.
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Figure 2: Mean compressive strengths measured at aging day 7.
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Figure 3: Mean percent of voids measured at aging day 7.
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Compressive strength, bulk density, and percentage of
voids are labeled f1, f2, and f3, respectively.�en, the values of
our performance measures, that is, f1, f2, and f3, were utilized
to create three matrices A1, A2, and A3 in order to compare
all the solutions n in each objective.

In order to assess the �rst Pareto-optimality condition,
the following states were employed [14]:

Aj(a, b) �
−1, fj xa( )<fj xb( )
0, fj xa( ) � fj xb( )

1000, fj xa( )>fj xb( )




(1)

For example, if A1(37.23, 40.40) is evaluated, the result
will be −1 for the solution; 37.23 is smaller than solution
40.40 (Table 5). In this context, smaller means better because

we are trying to minimize each performance measurement.
�en, one can perform the same comparison in each ob-
jective for all its solutions (Table 6 and 7).

Now, matrix S is constructed to compare all the ob-
jectives and evaluate the second Pareto-optimality condition
(Table 8). By this means, one can identify the nondominated
solution set using the following conditions:

S(a, b) �

1500, ∑3j�1Aj a, b( ) � 0

1500, ∑3j�1Aj a, b( ) � 1000

1500, ∑3j�1Aj a, b( ) � 2000

3000, ∑3j�1Aj a, b( )≥ 3000
0, otherwise




(2)

Table 5: Matrix A1 compares all the solutions k from objective f1.

f1 versus f1 37.23 33.49 30.89 33.02 34.85 37.56 40.40 24.19 31.25
37.23 0 1000 1000 1000 1000 −1 −1 1000 1000
33.49 −1 0 1000 1000 −1 −1 −1 1000 1000
30.89 −1 −1 0 −1 −1 −1 −1 1000 −1
33.02 −1 −1 1000 0 −1 −1 −1 1000 1000
34.85 −1 1000 1000 1000 0 −1 −1 1000 1000
37.56 1000 1000 1000 1000 1000 0 −1 1000 1000
40.40 1000 1000 1000 1000 1000 1000 0 1000 1000
24.19 −1 −1 −1 −1 −1 −1 −1 0 −1
31.25 −1 −1 1000 −1 −1 −1 −1 1000 0

Table 6: Matrix A2 compares all the solutions k from objective f2.

f2 versus f2 2170.43 2117.88 2218.43 2210.75 2149.85 2147.80 2146.33 2179.68 2172.82
2170.43 0 1000 −1 −1 1000 1000 1000 −1 −1
2117.88 −1 0 −1 −1 −1 −1 −1 −1 −1
2218.43 1000 1000 0 1000 1000 1000 1000 1000 1000
2210.75 1000 1000 −1 0 1000 1000 1000 1000 1000
2149.85 −1 1000 −1 −1 0 1000 1000 −1 −1
2147.80 −1 1000 −1 −1 −1 0 1000 −1 −1
2146.33 −1 1000 −1 −1 −1 −1 0 −1 −1
2179.68 1000 1000 −1 −1 1000 1000 1000 0 1000
2172.82 1000 1000 −1 −1 1000 1000 1000 −1 0

Table 7: Matrix A3 compares all the solutions k from objective f3.

f3 versus f3 15.59 13.85 17.42 16.58 15.93 16.00 16.04 17.00 12.49
15.59 0 1000 −1 −1 −1 −1 −1 −1 1000
13.85 −1 0 −1 −1 −1 −1 −1 −1 1000
17.42 1000 1000 0 1000 1000 1000 1000 1000 1000
16.58 1000 1000 −1 0 1000 1000 1000 −1 1000
15.93 1000 1000 −1 −1 0 −1 −1 −1 1000
16.00 1000 1000 −1 −1 1000 0 −1 −1 1000
16.04 1000 1000 −1 −1 1000 1000 0 −1 1000
17.00 1000 1000 −1 1000 1000 1000 1000 0 1000
12.49 −1 −1 −1 −1 −1 −1 −1 −1 0

Advances in Civil Engineering 5



Finally, when we sum each row of matrix S, we can
identify the solutions that are part of the Pareto-eGcient
frontier, that is, the sum associated with that row (solution)
is less than 3000 (in this case).

After applying the multiple criteria optimization
method, Table 9 shows in bold the eGcient solutions for
aging day 7. 4ese were the mixtures numbered 2, 8, and 9.
Mixture number 2 is the control mixture with only Portland
cement (no replacement). We expected that this mixture be
in the optimal set since its properties were very competitive
during its early age. However, we found particularly in-
teresting that the other two mixtures, that is, 8 and 9, that
belong to the Pareto-eGcient frontier contained FA and nS.
Mixture 8 had 78.5% PC, 20% FA, and 1.5% nS, while
mixture 9 possessed 57% PC, 40% FA, and 3% nS. Although
mixture 9 had 40% of FA (high level of replacement), the
addition of only 3% nS makes it a competitive combination
with adequate physical and mechanical properties. In
contrast, mixture 3 is made of 60% PC, 40% FA, and no
nanoparticles (0% nS), which has a high level of replacement;
notwithstanding, this mixture does not belong to the Pareto-
eGcient frontier. Intriguingly, mixture 1 (20% FA and no
nS) had a similar behavior. Hence, the di<erence between
being and not being part of the Pareto-eGcient frontier
appeared to be the presence of the silica nanoparticles. 4is
was a consequential Inding that is discussed later.

As we analyzed three performance measures, the results
yielded the 3D graph in Figure 4. In addition, one can

employ a cone of Pareto dominance to visualize the dom-
inated and nondominated solutions. Figure 4 shows all the
solutions k (mixtures) in the criteria space with a rotated
view to make easier the visualization of the eGcient frontier.

3.2. Twenty-Eight Days of Aging. Table 10 shows the average
results of the three performance measures evaluated at
28 days of aging. Clearly, mixture 8 had a higher compressive
strength, whereas mixture 6 bears a larger bulk density and
lower percentage of voids. 4is leads, once again, to a con-
:ict between the objectives.

As in the analysis of day 7, at day 28, we sought to
maximize the compressive strength and bulk density and to
minimize the percentage of voids. Table 11 presents the
results obtained from the multiple criteria optimization
strategy, which indicates that four solutions belong to the
Pareto-eGcient frontier: mixtures 2, 6, 7, and 8. 4e Pareto-
optimality conditions can be used to ensure that these sets of
mixtures are always better in at least one objective and the
same or worse in the other objective.

We did expect mixture number 2 to be part of the
Pareto-eGcient frontier since it is the control mixture with
only PC. Mixtures 6 and 7 contain PC and 1.5% and 3.0% nS,
respectively, without any FA, that is, one of the replacements

Table 8: Matrix S to evaluate the second condition of Pareto.

k f1 versus f2 versus f3

1 37.23 2170.43 15.59 1500 3000 0 0 0 0 0 0 0
2 33.49 2117.88 13.85 0 1500 0 0 0 0 0 0 0
3 30.89 2218.43 17.42 0 0 1500 0 0 0 0 3000 0
4 33.02 2210.75 16.58 0 0 0 1500 0 0 0 0 3000
5 34.85 2149.85 15.93 0 3000 0 0 1500 0 0 0 0
6 37.56 2147.80 16.00 0 3000 0 0 0 1500 0 0 0
7 40.40 2146.33 16.04 0 3000 0 0 0 0 1500 0 0
8 24.19 2179.68 17.00 0 0 0 0 0 0 0 1500 0
9 31.25 2172.82 12.49 0 0 0 0 0 0 0 0 1500

Table 9: Mixtures in bold belong to the Pareto-eGcient frontier for
day 7.

k Mixture proportions
(PC/FA/nS)

f1 f2 f3
MPa kg/m3 %

1 0.800/0.20/0.000 27.37 2165.88 15.59
2 1.000/0.00/0.000 31.11 2218.43 13.85
3 0.600/0.40/0.000 33.71 2117.88 17.42
4 0.585/0.40/0.015 31.58 2125.56 16.58
5 0.770/0.20/0.030 29.75 2186.46 15.93
6 0.985/0.00/0.015 27.03 2188.51 16.00
7 0.970/0.00/0.030 24.19 2189.98 16.04
8 0.785/0.20/0.015 40.40 2156.64 17.00
9 0.570/0.40/0.030 33.35 2163.49 12.49
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Figure 4: Graphical representation of the results of the solution set
evaluated at 7 days (rotated view).

6 Advances in Civil Engineering



of interest. Conversely, mixture 8, which contains 20% FA
(with 78.5% PC and 1.5% nS), is also eGcient. 4e solutions
can be observed in the criteria space in Figure 5 with a ro-
tated view for visualization convenience.

4. Discussion of Results

4e results obtained from the multiple criteria optimization
are the best tradeo< mixtures recommended to the decision-
makers who can then select a single mixture among the
eGcient set presented in this work. Naturally, such a decision
should be based on the characteristics of the mixtures
presented in each performance measures. Also, they should
consider the proportion of each component in the mixture.
4is depends on the user’s (or structural designer’s) interest
about the mineral admixtures and the speciIc application of
each concrete mixture.

4e optimization process revealed that mixtures with
FA and no nS did not belong to the Pareto-eGcient frontier.
4is behavior was observed throughout the analysis,
denoting that the addition of silica nanoparticles is nec-
essary when FA is presented as cement replacement.
4is beneIcial interaction had already been observed in
prior works [4]. In such concretes, the nanoparticles do
improve the physical and mechanical properties of the

resulting concrete. Toutanji et al. [44] discovered that
a combination of di<erent supplementary materials, as
silica fume, increased the compressive strength. Previous
works support these Indings [17], where the use of FA and
nS was found to improve the concrete microstructure and
rate of strength gain. Microstructure analysis of concrete by
scanning, scanning transmission, and transmission elec-
tron microscopy revealed that nS particles Ill the CSH-gel
structure voids and act as nuclei, tightly bonded with the
CSH particles [45]. 4is tight packing densiIes concrete,
protecting it from chemical attacks and leaching, while
enhancing its durability and mechanical properties.

As aforementioned, after seven days of aging, there
were three eGcient mixtures. In the analysis at day 28, the
eGcient mixtures were four. Examining this pool of eG-
cient mixtures reveals that two were eGcient in all the
analysis conducted: (a) the control mixture with 100% PC,
0% FA, and 0% nS and (b) the mixture with 78.5% PC, 20%
FA, and 1.5% nS. In other words, for the two ages tested, the
regular mix (control) can be replaced by mixture 8, which
even has higher compression strength at the expense of
a slight increase in porosity. 4is result further proves how

Table 10: Average result of performance measures at day 28.

k Mixture proportions (PC/FA/nS)
Compressive strength Bulk density Volume of permeable

pore space
Average Std. dev. Average Std. dev. Average Std. dev.
MPa MPa kg/m3 kg/m3 % %

1 0.800/0.20/0.000 34.48 5.49 2141.12 52.85 15.77 1.20
2 1.000/0.00/0.000 41.91 9.59 2192.05 42.05 14.75 1.06
3 0.600/0.40/0.000 44.09 2.94 2098.88 19.94 17.26 0.61
4 0.585/0.40/0.015 38.92 9.38 2096.61 45.25 17.17 1.24
5 0.770/0.20/0.030 36.59 5.79 2168.71 27.31 16.06 0.86
6 0.985/0.00/0.015 31.29 3.41 2226.15 28.65 14.25 0.63
7 0.970/0.00/0.030 31.81 4.64 2197.49 22.35 15.35 0.43
8 0.785/0.20/0.015 47.27 6.58 2179.52 12.47 16.12 0.25
9 0.570/0.40/0.030 41.5 3.23 2131.97 18.65 16.02 0.57

Table 11: Optimization results at day 28 where the mixtures in bold
belong to the Pareto-eGcient frontier.

k Mixture proportions (PC/FA/nS) f1 f2 f3
MPa kg/m3 %

1 0.800/0.20/0.000 34.48 2141.12 15.77
2 1.000/0.00/0.000 41.91 2192.05 14.75
3 0.600/0.40/0.000 44.09 2098.88 17.26
4 0.585/0.40/0.015 38.92 2096.61 17.17
5 0.770/0.20/0.030 36.59 2168.71 16.06
6 0.985/0.00/0.015 31.29 2226.15 14.25
7 0.970/0.00/0.030 31.81 2197.49 15.35
8 0.785/0.20/0.015 47.27 2179.52 16.12
9 0.570/0.40/0.030 41.5 2131.97 16.02
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Figure 5: Graphical results of the solution set evaluated at 28 days
(rotated view).
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nanosilica can counteract some strength loss induced by
the FA presence [2, 5, 17, 46]. 4is is an important Inding
as it points to the formulation of a sustainable concrete,
that is, one that requires less cement to attain structural
behavior, using an industrial waste, that is, :y ash and
nanostructured SiO2 particles. In e<ect, less consumption
of cement would lead to a smaller carbon footprint upon its
fabrication, without compromising the structural strength
of the mixture.

However, the cost of large amounts of nS, as a con-
struction project would demand, poses an economic chal-
lenge. On the other hand, FA is one of the low-priced
mineral admixtures, which could balance the Inal cost of
concrete. 4erefore, to Inally propose the use of nS and FA
in structural concrete, we deem critical to an optimization
strategy that includes an exhaustive cost analysis.

Finally, the full pairwise comparison between solutions
that led us to the Pareto-eGcient frontier was implemented
in a readily available spreadsheet package. 4is means
that no computational intricacy was required to render
a robust analysis of the data to assist in the decision-making
process. We recognize that the multiple criteria optimi-
zation method, in our case, studied only three material
characteristics, that is, compressive strength, density, and
void presence. Concrete is a versatile material with nu-
merous potential variables arising from its fabrication
process. Nonetheless, the multiple criteria optimization
method is a versatile and scalable strategy that could be
expanded to include other performance measures more
relevant to other speciIc applications of concrete mixtures.

5. Conclusions

4e present work proposes the use of an optimization
procedure to determine for nanosilica-containing concrete
mixtures the best ones to achieve speciIc performance
measures: concrete compressive strength, bulk density,
and percentage of voids (porosity). 4ese performance
measurements were measured after 7 and 28 days.4e nine
proportion combinations evaluated contained di<erent
percentages of PC, FA, and nS. 4e use of the multiple
criteria optimization helped Ind the mixtures that were
the best balances among the studied objectives. At day 7,
three mixtures were part of the Pareto-eGcient frontier.
Two of them were mixtures with cement replacement, that
is, FA and nS at di<erent levels. On the other hand, four
mixtures were part of the Pareto-eGcient frontier at day
28. 4is time, one mixture has cement replacement (FA
and nS). In addition, two mixtures were eGcient at either
day 7 or day 28.

As a consequence, the multiple criteria optimization
strategy permitted to recommend the use of FA and nS
to improve the concrete properties. However, if the analysis
is performed considering only one performance mea-
surement, such as compressive strength, the option of
cement replacement by FA is not recommended. Hence,
taking into consideration several performance measure-
ments, the use of mineral admixtures is suggested. 4is is
because a mixture with mineral admixtures will be equally

optimal than a control mixture with just PC when more
properties are considered. Consequently, as the decision-
makers know the best tradeo< mixtures for an individual
application, the Inal recommendation is easier to make.
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